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Chapter 1

Introduction and

experimental plan

1.1 The Vehicle Routing Problem

The standard Vehicle Routing Problem (VRP) can be de�ned as one of �nding

a set of routes for a 
eet of vehicles which have to service a number of stops

n from a depot 0. It is assumed that every vehicle has the same capacity Q

and that the number of vehicles is unlimited. The vehicles depart and arrive at

the depot. The demand quantity qi at each stop i is known in advance and is

deterministic. No single demand quantity exceeds vehicle capacity.

The VRP was �rst formulated by Dantzig and Ramser (1959). Besides vehicle

capacity, other side-constraints can be included in the VRP, such as maximum

travel distance and/or travel time, time-windows at the stops and mixed pick-up

and delivery. The VRP with or without side-constraints is an NP -hard problem

(Lenstra and Rinnooy Kan (1981)).

A number of assumptions were made for the research presented here. The

VRP is an Euclidean network problem. The distance between two nodes is the

Euclidean distance (measured in km.). The same �gure is used for the travel

time, i.e. a vehicle drives at a constant speed of one km. per minute. All vehi-

cles are homogeneous with respect to their capacity. The speed of a vehicle is

constant and is 1 kilometer per minute.

All planning problems have 100 customers and a single depot. The number

of vehicles K available is unrestricted. For solving problems of this size at this

point in time, only heuristics are applicable. Exact algorithms have been used

to solve problems of 30 to 50 stops.

The heuristics considered belong to two categories: initial and improvement

8



1 Introduction and experimental plan 9

heuristics. Initial heuristics generate a feasible solution for the VRP, given the

data on customers, depot and side-constraints.

The improvement heuristics considered are assumed to enhance a feasible so-

lution, generated by means of an initial heuristic, through moving customers

between routes.

1.2 Mathematical programming formulation

For elucidation purposes, the mathematical programming formulation of the

VRP is proposed. Given is an Euclidean graph G = (N;E) with a set N of

vertices and a set E of arcs. The set N is de�ned as N = 0; 1; :::; n where f0g
indicates the depot. All VRPs considered have n = 100 customers.

A three-index VRP formulation is used. It is based on Bodin et al. (1983). A

good overview of VRP formulations is presented in Laporte and Nobert (1987).

The objective is to minimize the total travel time, given by

min

nX
i=0

nX
j=0

KX
k=0

tijxijk (1.1)

subject to
nX
i=0

KX
k=1

xijk = 1 j = 1; :::; n (1.2)

nX
i=0

xipk �
nX
j=0

xjpk = 0 k = 1; :::;K; p = 0; :::; n (1.3)

nX
i=0

qi

0
@ nX

j=0

xijk

1
A � Qk k = 1; :::;K (1.4)

nX
j=1

x0jk � 1 k = 1; :::;K (1.5)

X
i2S

X
j2S

xijk �j S j �1 S � N n f0g; 2 �j S j� n� 2; k = 1; :::;K (1.6)

xijk 2 f0; 1g i; j = 0; :::; n k = 1; :::;K (1.7)

The travel time from node i to node j with vehicle k, tijk , is assumed to be

symmetrical, i.e. tijk = tjik . The triangle inequality is satis�ed:

tij + tjp � tip i; j; p = 0; :::; n
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Equations 1.2 ensure that each stop is serviced by exactly one vehicle. A

vehicle must leave a stop after having it served. This route continuity constraint

is provided by equations 1.3. Constraints 1.4 are the capacity constraints. It is

assumed that there is no demand associated with the depot, i.e. q0 = 0. Inequ-

alities 1.5 guarantee that each vehicle completes one route at a time. Subtour-

elimination constraints are represented by constraints 1.6, and imply that the

number of arcs linking the nodes of each subset of nodes S must be less than

the number of nodes in that subset. Finally, conditions 1.7 guarantee an integer

solution.

1.3 Experimental plan

The experimental plan for the research consists of formulating the objectives of

the research, the treatments, the experimental units and the analyses required

to meet the objectives.

The main objective of the research is to gain insight into the behavior of

a number of heuristics for various VRPs. The planning problems considered

are grouped into several test sets. These test sets are built by adding di�erent

types of side-constraints to a basic set of geographic problems. The nature of

the vehicle-, the customer- and the time-related side-constraints contained in

the test sets frequently occur in real-life situations.

Two levels of experimental treatments are distinguished: a heuristic and a

parameter level. The behavior of both is analyzed under various planning con-

ditions provided by the above-mentioned test sets.

The implementations of the initial and the improvement heuristics are presented

in chapters 2 and 6, respectively. All heuristics are programmed in the C++

language.

The experimental units are the planning problems. As mentioned previou-

sly, all test problems were obtained by adding side-constraints to a basic set

of geographic problems. The basic problem set is developed, based on three

criteria: the location of the depot, the grouping of customers and the spreading

of customers.

Three di�erent depot locations are considered: central, inside and outside. For

the grouping of customers, �ve patterns are distinguished: singleton, clusters,

50% clusters, cones and 50% cones. Four patterns are taken into account for

the spreading of customers : uniform, 50% central, concentric and compressed.

Exhaustive combination of these patterns gives rise to a basic set of 60 geograp-

hic problems.

The conception of the patterns is based on deterministic rules, as can be seen on



1 Introduction and experimental plan 11

the graphical representations of the problems in �gures A.1 to A.3 on pages 135

to 137. Stochastic in
uences are avoided to the greatest possible extend in order

to preserve the internal validity of the experiments.

The actual test problems for the initial heuristics are obtained by adding

various side-constraints to the 60 problems of the basic set. The construction

and the analysis of the test sets with vehicle-, customer- and time-related side-

constraints are discussed in chapters 3, 4 and 5, respectively.

For the analysis of the behavior of the improvement heuristics, a reduced set of

test problems is used. This is justi�ed by the large run times and by the generic

parameters of the improvement heuristics, which are a threat to the external

validity of the results. The reduced test set is presented in chapter 7.

The analyses required to meet the research objectives, are to be performed

at two levels: a parametric level and a heuristic level. Common to both analyses

is the use of the total travel time of a feasible solution as the dependent variable.

The parametric analysis evaluates the behavior of the parameters of each

heuristic subjected to a VRP. Automatic Interaction Detection (AID) is a vital

tool for realizing the parametric analysis. The purpose of AID is to search a

structure in the relation between variables. The relationships found by AID can

be represented by a tree structure.

The input of AID-analysis contains all solutions to a planning problem obtained

by combining all values of the parameters. AID requires a continuous dependent

variable and nominally-scaled independent variables. Therefore, all parameters

of the heuristics are transformed in nominally-scaled parameters. Some para-

meters have a nominal scaled by nature. An example is a parameter which

represents the initialization criterion of a sequential route-building heuristic.

The two values for the parameter represent the initialization of a route with the

stop either farthest from the depot or closest to the depot.

The transformation procedure is harder for parameters representing continuous

weights of criteria. Without loss of generality, we decided to transform all cri-

teria in order to have continuous weights summing at 1.

Assume, for example, the savings criterion, originally stated as

maxi;j [t0i + t0j � �tij ]

� � 0

At �rst, this expression is transformed into

maxi;j [�1(t0i + t0j)� �2tij ]

�1 � 0; �2 � 0; �1 + �2 = 1

The combinations of the continuous weights �1 and �2 can be represented by a

single meta-parameter. As an example, the �ve combinations of values for �1
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A �1 �2

1 1 0

2 0.75 0.25

3 0.50 0.50

4 0.25 0.75

5 0 1

Table 1.1: The �ve values of meta-parameter A.

and �2 are categorized in a meta-parameter A.

We decided to consider always the same �ve values for each continuous

weight: 0, 0.25, 0.50, 0.75 and 1. Due to the fact that the sum of the weights

�1 and �2 always sum to 1, the parameter A can take �ve values with all pos-

sible combinations of both weights, as can be seen from table 1.1. Similarly, a

meta-parameter representing three continuous weights of a criterion needs �f-

teen values to represent all combinations.

This approach limits the number of combinations of continuous weights. A

drawback to this procedure is that the best solution for a heuristic can be ob-

tained by the combination of values between the restricted set of �ve values we

propose for a continuous weight.

The dependent variable of each AID analysis, the total travel time, is of

a continuous nature. With AID one can get an idea of the sets of values for

a parameter which yield signi�cantly better solutions for any given problem.

A limitation related with the application of AID is that only one replication

is available for each combination of parameter values. Consequently, it is not

possible to obtain a single signi�cantly better value for each parameter. For

most parameters, only a set of signi�cantly better values can be derived.

The reader is referred to appendix B.4 for additional information on AID and

its speci�c use in the framework of the parametric analysis.

AID is used for the parametric analysis of the initial as well as for the im-

provement heuristics. The raw results of the AID-analyses are not reproduced

because of their abundance. Nevertheless, the interpretation and description

of the results are reported in detail in the chapters 3, 4 and 5 for the initial

heuristics, and in chapter 7 for the improvement heuristics.

The heuristic analysis is di�erent for both types of heuristics. A common

feature is that only the best solution of each heuristic is used for the experimental

units considered.

The Friedman test is used for analyzing the relative behavior of the initial

heuristics on a set of problems. The fact that the total travel time of di�erent
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problems of a set is not comparable, imposes the use of ranks. Heuristics are

ranked in order of increasing total travel time. The test uses the rank totals

of the heuristics in order to determine signi�cant di�erences among heuristics

on a set of problems. The use of the Friedman test for comparing heuristics

has been suggested by Golden and Stewart (1985). The reader is referred to

appendix B.5 for additional information on the Friedman test. Chapters 3, 4

and 5 describe the results of the heuristic analysis of the initial heuristics. The

huge amount of results does not permit a reproduction of the raw results in this

book.

The heuristic analysis is quite di�erent for the improvement heuristics. Two

out of the three improvement heuristics are global optimisation heuristics. These

methods are characterized by the absence of a deterministic stop criterion. A

comparison of �nal solutions of the improvement heuristics only would cause the

local optimisation heuristic to be prejudiced a priori. Hence, the solution of the

improvement heuristics is traced at prede�ned points in time. The raw results

of this analysis are reported in appendix C. Chapter 7 of this book contains the

heuristic analysis for the improvement heuristics.

All computations required for the research have been run on an 80486DX

processor at 33Mhz.



Chapter 2

Implementation of the

initial heuristics

Eleven initial heuristics are presented in the survey. They belong to two groups

of heuristics: route-building methods and two-phase methods.

Route-building methods construct routes iteratively by adding unrouted

stops. Two types of heuristics can be distinguished within this group: sequen-

tial and parallel route-building heuristics. Sequential route-building heuristics

construct one route at a time, while parallel implementations build all routes

simultaneously.

The sequential route-building heuristics included are: the Sequential Nearest

Neighbor, the Sequential Savings and the Sequential Insertion heuristics.

The Parallel Nearest Neighbor, the Parallel Savings, the Parallel Generalized

Savings, the Parallel Insertion and the Parallel Assignment-based Insertion heu-

ristics are the parallel route-building heuristics.

Two-phase methods produce an initial solution to the VRP in two phases.

We will consider two categories of two-phase algorithms. The �rst category

includes cluster-�rst route-second methods, in which stops are �rst clustered

and then routed with a Traveling Salesman Problem (TSP) being solved within

each cluster. The Generalized Assignment and the Sweep heuristic belong to

this category.

The second category of two-phase methods contains heuristics which can be

considered as a superposition of a sequential and a parallel route-building algo-

rithm. The so-called Two-phase heuristic, is part of this category.

Other classi�cation schemes of initial heuristics can be found in Christo�des

(1985) and Bodin et al. (1983).

14
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All heuristics are equipped with a 3-opt within-route improvement proce-

dure, which is invoked each time a change is made to a route. The reader

is referred to appendix B.2.2 for additional information on the 3-opt branch-

exchange procedure for the TSP.

Some heuristics cannot guarantee the routing of all stops. If some stops

remain unrouted after the execution of a heuristic, a post-processor is used for

assigning the unrouted stops to an existing route or, if not possible, to a new

route.

For each heuristic, the stepwise procedure and its parameters are described.

Each parameter is denoted by a single character given in brackets.

2.1 Sequential Nearest Neighbor heuristic

The Sequential Nearest Neighbor heuristic (SN) builds one route at a time by

adding to the current route those unrouted stops, which satisfy the nearest

neighbor criterion.

The major drawback of the heuristic is the naivety of its criterion. Routes

are built to full capacity utilization. This causes the resulting routes to be

poorly separated. Like all route-building heuristics, the SN heuristic is myopic

in so far that it cannot look more than one iteration step ahead. Consequently,

the added stops are irrevocable.

Implementations of a similar nearest neighbor heuristic have been proposed

by Tyagi (1968), Baker and Scha�er (1986), Solomon (1987) and Balakrishnan

(1993). The last three publications present a time-oriented nearest neighbor

heuristic.

Procedure

Step 1: Initialize a new current route with the initialization criterion.

Step 2: Select the unrouted stop satisfying the nearest neighbor criterion with

respect to an endstop of the current route. If all stops are routed, then

stop.

Step 3: If the stop selected in step 2 can be added to the current route, then

add it and go to step 2, else go to step 4.

Step 4: In case of multiple initialization, go to step 1. In case of single initia-

lization, try to insert the unrouted stop in an existing route. If this is

possible the route considered becomes the new current route and go to

step 2. If the unrouted stop cannot be added to a route, then start a

new current route with that stop and go to step 2.
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Parameters

Initialization criterion (I)

1. The unrouted stop farthest from the depot.

2. The unrouted stop closest to the depot.

3. Merging the two unrouted nearest neighbors.

Frequency of initialization (P)

1. Multiple initialization: each new route is initialized with the initialization

criterion.

2. Single initialization: only the �rst route is initialized with the initialization

criterion.

Places to add stops (A)

1. Unrouted stops are added at the end of the current route.

2. Unrouted stops are added at the begin or at the end of the current route.

Nearest neighbor criterion (C)

For the VRP without time-windows, the nearest neighbor criterion is used.

min
i;j2Nnf0g

tij (2.1)

tij : travel time between stop i and j.

For the VRP with time-windows, a time-oriented nearest neighbor criterion is

used. If stop i is the last stop of the current route, the unrouted stop j is added

at the end of the current route if the following expression is satis�ed

mini;j2Nnf0g[�1tij + �2(bj � (bi + si)) + �3(l2j � (bi + si + tij))] (2.2)

�1; �2; �3 � 0; �1 + �2 + �3 = 1

bi: time to begin service at stop i.

si: service time at stop i.

l2j : closing time of stop j. This is the latest time of the second time-window.

For the experiments, it is assumed that each stop has two time-windows at most

(see chapter 5). The combinations of weights �1; �2, and �3 are represented by

the �fteen values of parameter C (see table 1.1).

2.2 Parallel Nearest Neighbor heuristic

The Parallel Nearest neighbor heuristic (PN) creates routes simultaneously by

iteratively adding the nearest unrouted stop to one of the routes. Routes are
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initialized by merging the two unrouted nearest neighbors or by means of seed

stops.

The main drawbacks of this heuristic are its naive criterion and its inability

to �ll vehicles to a high capacity utilization.

Procedure

Step 1: Perform the parallel initialization of the routes.

Step 2: Select the unrouted stop nearest to one of both endpoints of a route

and of which the addition to the route is feasible. If no stop can be

selected, then stop. If stops remain unrouted, invoke the post-processor

(cfr. appendix B.3) in order to assign these stops to an existing route

or if not possible to a new route.

Step 3: Add the selected stop to the route and go to step 2.

Parameters

Parallel initialization procedure (S)

1. Routes are initialized by merging the two unrouted nearest neighbors in a

single route.

2. Seeds are generated by means of the two variants of the circle covering

method (see appendix B.1.1). Seeds coincide with the location of stops.

3. Seeds are generated by means of the cone covering method with �ve di�erent

load fractions (see appendix B.1.2). Seeds coincide with the location of stops.

Nearest neighbor criterion

The nearest neighbor criterion 2.1 is used. The use of this criterion does not

require any parameter.

No time-oriented nearest neighbor criterion can be used for the PN heuristic.

2.3 Sequential Savings heuristic

The Sequential Savings heuristic (SS) builds one route at a time by adding

unrouted stops, which satisfy the savings criterion, to the current route.

Important advantages of the heuristic are primarily the good quality of the

savings criterion and its ability to �ll up routes to a high utilization rate. The

consequence of the latter feature is that routes tend to overlap. Like all route-

building methods, also this heuristic is myopic.

The idea of the savings criterion for merging two stops in a route is due to

Clarke and Wright (1964). Some authors (Gaskell (1967), Yellow (1970) and
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Paessens (1988)) extended the savings criterion with additional terms and pa-

rameters. Implementations of a sequential savings heuristic have been proposed

by among others Gaskell (1967), Yellow (1970), Webb (1972) and Ziegler et al.

(1988).

Procedure

Step 1: Initialize the current route with the initialization criterion.

Step 2: Select the unrouted stop satisfying the savings criterion with respect to

an endstop of the current route. If all stops are routed, then stop.

Step 3: If the stop selected in step 2 can be added to the current route, then

add it and go to step 2, else go to step 4.

Step 4: In case of multiple initialization, go to step 1. In case of single initia-

lization, try to insert the unrouted stop in an existing route. If this is

possible, then the route considered becomes the new current route and

go to step 2. If the unrouted stop cannot be added to a route, then start

a new current route with the stop considered and go to step 2.

Parameters

Initialization criterion (I)

1. The unrouted stop farthest from the depot.

2. The unrouted stop closest to the depot.

3. Merging the two unrouted stops with the highest savings value.

Frequency of initialization (P)

1. Multiple initialization: each new route is initialized with the initialization

criterion.

2. Single initialization: only the �rst route is initialized with the initialization

criterion.

Places to add stops (A)

1. Unrouted stops are added at the end of a route.

2. Unrouted stops are added at the begin or at the end of a route.

Savings criterion (C)

Stops i and j are merged in one route if they satisfy the following expression

maxi;j2Nnf0g[�1(t0i + t0j)� �2tij + �3 j t0i � t0j j] (2.3)

�1; �2; �3 � 0; �1 + �2 + �3 = 1

At most, one of both stops i or j is an end point of a route.
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The combinations of the weights �1; �2, and �3 are represented by the �fteen

values of parameter C.

2.4 Parallel Savings heuristic

The Parallel Savings heuristic (PS) creates routes simultaneously by iteratively

adding the unrouted stop which satis�es the savings criterion together with one

of both endstops of one of the routes.

The main advantages of the heuristic are the good overall quality of the sa-

vings criterion and its ability to keep routes well-separated in spite of a maximal

capacity utilization.

The savings heuristic of Clarke and Wright (1964) was the �rst parallel

savings heuristic to be developed. A lot of authors focused on storing, sorting

and updating the long savings list proper to the parallel savings implementation

(see Golden (1977), Nelson et al. (1988), Bodin (1983)).

Van Landeghem (1988) extended the savings criterion with a time-oriented

part in order to take account of time-windows. He used seeds to initialize routes.

Some features to relax to some extent the irrevocability of the added stops are

proposed by Knowles (1967), Tillman and Cochran (1968), Holmes and Parker

(1976), McDonald (1972) and Buxey (1979).

Procedure

Step 1: Perform the parallel initialization of the routes.

Step 2: Select the unrouted stop which yields the greatest savings value with

respect to one of the endpoints of a route and of which the addition is

feasible. If no stop can be selected in step 2, then stop. If stops remain

unrouted, invoke the post-processor (cfr. appendix B.3) to assign these

stops to an existing route or, if not possible, to a new route.

Step 3: Add the stop selected to the route and go to step 2.

Parameters

Parallel initialization procedure (S)

1. Routes are initialized by merging the two unrouted stops which yield the

highest savings value.

2. Seeds are generated by means of the two variants of the circle covering

method (see appendix B.1.1). Seeds coincide with the location of stops.

3. Seeds are generated by means of the cone covering method with �ve di�erent

load fractions (see appendix B.1.2). Seeds coincide with the location of stops.
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Savings criterion (C)

The savings criterion 2.3 is used. The combinations of the weights �1; �2, and

�3 are represented by the �fteen values of parameter C.

2.5 Generalized Savings heuristic

The Generalized Savings heuristic (GS) can be considered as an extension of

the Parallel Savings heuristic. Not only stops, but entire routes can be merged

to form a new route if this yields a savings in travel time. This heuristic is

very time-consuming, because a TSP has to be solved in order to evaluate each

merger.

The heuristic proposed here is based on the ideas propounded by Altinkemer

and Gavish (1991), and Desrochers and Verhoog (1989).

Procedure

Step 1: Merge all stops two by two, using the generalized savings criterion.

Step 2: Select the two routes with the highest value for the generalized savings

criterion. If no merger is feasible, then stop.

Step 3: Merge the routes selected in step 2. Go to step 2.

Parameters

Generalized Savings criterion (P)

The routes K and L are merged if they satisfy the following criterion

maxK;L[�1(TK + TL)� �2TKL] (2.4)

�1; �2 � 0; �1 + �2 = 1

TK ; TL; TKL: travel time of route K, L and combined route KL respectively.

The combinations of the weights �1 and �2 are represented by the �ve values

of parameter P.

2.6 Sequential Insertion heuristic

The Sequential Insertion heuristic (SI) constructs routes one by one. The current

route is initialized by the initialization criterion. Stops are selected by a selection

criterion to be inserted in the current route at the place determined by the

insertion criterion.
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This heuristic allows the insertion of an unrouted stop at any place in the current

route, and not just at one of both ends as was the case with the SN and SS

heuristics.

As a result of its sequential nature, the heuristic tends to build routes to full

utilization as a primary objective at the expense of minimizing the travel time.

Also this heuristic is myopic.

The �rst implementation of a sequential insertion has been conceived by

Mole and Jameson (1976). Baker and Scha�er (1986), and Solomon (1987)

proposed di�erent insertion and selection criteria for time-window problems.

Procedure

Step 1: Initialize a new current route with the initialization criterion.

Step 2: For every unrouted stop, determine the best feasible insertion place in

the current route using the insertion criterion. If no feasible insertion is

possible and all stops are not routed, then go to step 1. If all stops are

routed, then stop.

Step 3: Select the stop with the best value for the selection criterion. Insert

the stop selected in the current route at the place determined by the

insertion criterion in step 2. Go to step 2.

Parameters

Initialization criterion (I)

1. The unrouted stop farthest from the depot.

2. The unrouted stop closest to the depot.

Insertion and selection criterion (M, L, E)

The �rst combination of insertion and selection criterion is given by

minu;i2Nnf0g[�1(tiu + ti+1u)� �2tii+1] (2.5)

maxu;i2Nnf0g[�1t0u � �2(�1(tiu + ti+1u)� �2tii+1)]

�1; �2 � 0; �1 + �2 = 1

�1; �2 � 0; �1 + �2 = 1

This combination causes unrouted stop u to be inserted between the successive

stops i and i+ 1 of the route.

The second combination uses the same insertion criterion, but selects the

unrouted stop u which gives the minimal travel time of the current route.



22 2.6 Sequential Insertion heuristic

minu;i2Nnf0g[�1(tiu + ti+1u)� �2tii+1] (2.6)

minu;i2Nnf0g T

�1; �2 � 0; �1 + �2 = 1

The combinations of weights �1 and �2 and of weights �1 and �2 are represented

by the �ve values of parameters M and the six values of parameter L.

For time-window problems, three combinations of insertion and selection cri-

teria are considered.

The �rst combination of time-oriented insertion and selection criterion takes

account of the delay at the beginning of the service time at stop i + 1 caused

by the insertion of stop u.

minu;i2Nnf0g[�1(�1(tiu + ti+1u)� �2tii+1) + �2(b
0
i+1 � bi+1)] (2.7)

maxu;i2Nnf0g[�1t0u � �2(�1(�1(tiu + ti+1u)� �2tii+1) + �2(b
0
i+1 � bi+1))]

�1; �2 � 0; �1 + �2 = 1

�1; �2 � 0; �1 + �2 = 1

�1; �2 � 0; �1 + �2 = 1

Here bi+1 and b
0
i+1 represent the beginning of service time at stop i+ 1 before

and after the insertion of stop u in the route, respectively.

The second combinations is obtained by changing the selection criterion in order

to select the stop whose insertion yields the minimal travel time T for the route.

minu;i2Nnf0g[�1(�1(tiu + ti+1u)� �2tii+1) + �2(b
0
i+1 � bi+1)] (2.8)

minu;i2Nnf0g T

�1; �2 � 0; �1 + �2 = 1

�1; �2 � 0; �1 + �2 = 1

The third combination of insertion and selection criterion considers the urgency

of servicing the stop u to be inserted. The urgency is expressed as the di�erence

of the latest closing time of stop u, l2u, and its begin of service time, bu.

minu;i2Nnf0g[�1(�1(tiu + ti+1u)� �2tii+1) + �2(b
0
i+1 � bi+1) + �3(l2u � bu)]

minu;i2Nnf0g[�1(�1(tiu + ti+1u)� �2tii+1) + �2(b
0
i+1 � bi+1) + �3(l2u � bu)]

�1; �2 � 0; �1 + �2 = 1 (2.9)

�1; �2; �3 � 0; �1 + �2 + �3 = 1

The combinations of the weights �1 and �2, the weights �1 and �2, and the

weights �1, �2 and �3 of combinations 2.7, 2.8 and 2.9 are represented by com-

bining the six values of parameter M, the six values of parameter L and the

�fteen values of parameter E, respectively.
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2.7 Parallel Insertion heuristic

The Parallel Insertion heuristic (PI) develops several routes simultaneously. The

routes are initialized by means of seeds. For each unrouted stop, the best

insertion place is determined by means of an insertion criterion. The selection

criterion selects the unrouted stop to be inserted in one of the routes at its best

place.

The traditional disadvantages of the PI heuristic are its myopic character

and the fact that the utilization of the vehicles is not a primary concern. The

routes obtained tend to be well-separated.

Potvin and Rousseau (1993) present a two-phase parallel insertion heuristic,

of which the seeds are generated by performing a sequential insertion heuristic

with the same insertion and selection criteria as for the parallel insertion heu-

ristic. This heuristic can also be considered to be a two-phase heuristic because

it is a superposition of a sequential and a parallel route-building heuristic. The

generation of seeds with a sequential route-building heuristic is a valuable al-

ternative to the circle and the cone covering in case of hard time-windows. The

circle- and cone covering methods for seed generation only take capacity con-

straints into account.

Procedure

Step 1: Perform the parallel initialization of the routes.

Step 2: For every unrouted stop, determine the best feasible insertion place

using the insertion criterion. All places of all seed routes are to be

evaluated. If no feasible insertion places can be found for any unrouted

stop, then go to step 4.

Step 3: Select the stop with the best feasible value for the selection criterion.

Insert the stop selected at the place in the route determined by the

insertion criterion in step 2. Go to step 2.

Step 4: If stops remain unrouted, invoke the post-processor (cfr. appendix B.3)

to assign these stops to an existing route or, if not possible, to a new

route.

Parameters

Parallel initialization procedure (S)

1. Seeds are generated by means of the two variants of the circle covering

method (see appendix B.1.1). Seeds coincide with the location of stops.

2. Seeds are generated by means of the cone covering method with �ve di�erent

load fractions (see appendix B.1.2). Seeds coincide with the location of stops.
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Insertion and selection criterion (M, L, E)

The same combinations of selection and insertion criteria as for the SI heuristic

are used. Criteria combinations 2.5 and 2.6 are used for problems without time-

windows. The remaining combinations 2.7, 2.8 and 2.9 are exclusively used for

time-windows problems.

2.8 Parallel Assignment-based Insertion heuristic

The Parallel Assignment-based Insertion heuristic (PAI) is comparable to the PI

heuristic, but the insertion and selection criteria are di�erent. In the PAI heu-

ristic, unrouted stops are selected by solving a generalized assignment problem

(GAP) and inserted into a seed route by solving a TSP. The order of selection

and insertion is inverted, as compared to the PI heuristic.

The advantages and disadvantages of this heuristic are identical to those of

the PI heuristic.

The conception of this heuristic is due to Savelsbergh (1990b).

Procedure

Step 1: Generate seed stops. Build seed routes by linking the stops to the depot.

Step 2: Compute the cost of a feasible assignment of each unrouted stop to each

seed route. If no feasible assignment is possible, then stop and go to

step 5.

Step 3: Select the unrouted stop associated with the best assignment.

Step 4: Solve a TSP (see appendix B.2) for inserting the stop selected in step

3 into the route associated with the seed selected in step 3. If the

TSP is unsolvable, then discard the stop closest to depot out of the

route associated with the seed. Repeat this until a feasible solution is

obtained for the TSP. Go to step 2

Step 5: If stops remain unrouted, invoke the post-processor (cfr. appendix B.3)

to assign these stops to an existing route or, if not possible, to a new

route.

Parameters

Parallel initialization procedure (S)

1. Seeds are generated by means of the two variants of the circle covering

method (see appendix B.1.1). Seeds coincide with the location of stops.

2. Seeds are generated by means of the cone covering method with �ve di�erent

load fractions (see appendix B.1.2). Seeds coincide with the location of stops.
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Assignment procedure (E, R)

1. The unrouted stop with the largest di�erence between its best and its second

best assignment to di�erent seed points is selected. This stop is assigned to

the seed point corresponding with the lowest assignment cost. Assigning all

stops to seeds in this way is denoted as the assignment based on the minimal

regret function. This procedure for solving the GAP has been proposed by

Martello and Toth (1981).

The cost of assigning a stop i 2 N n f0g to a seed point k 2 N n f0g is given
by

�1(t0i � t0k) + �2tik (2.10)

�1; �2 � 0; �1 + �2 = 1

The combinations of the weights �1 and �2 are represented by the �ve values

of parameter E.

2. The unrouted stop i 2 N n f0g is assigned to seed point k 2 N n f0g if

this assignment yields the lowest assignment cost of all possible assignments.

The assignment cost for this assignment procedure is extended with a term

which takes account of the magnitude of the demand associated with a stop.

The rationale is that stops with a high demand are more di�cult to assign

when most other stops have already been assigned. Hence, priority is given

to the assignment of stops with a large demand. In order to take account of

this, the assignment cost of stop i to seed point k is augmented by the ratio

of the average vehicle capacity Q to the demand of stop i.

�1(�1(t0i � t0k) + �2tik) + �2(
Q
qi
) (2.11)

�1; �2 � 0; �1 + �2 = 1

�1; �2 � 0; �1 + �2 = 1

The combinations of the weights �1 and �2 and those of weights �1 and �2 are

represented by the �ve values of parameter E and the �ve values of parameter

R, respectively.

In the same way, the hardness of time-windows can be taken into account

in the expression above. This is not relevant to this research because all

time-windows are homogeneous.

2.9 Generalized Assignment heuristic

The Generalized Assignment heuristic (GA) is a two-phase heuristic. During

the �rst phase, the clustering phase, a GAP is solved in order to assign the

stops to previously generated seed points. The second phase, the routing phase,

consists of building a route sequence with all stops assigned to each seed point.

Therefore, a TSP must be solved within each cluster of assigned stops to a
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seed point. The implementation proposed solves both the GAP and the TSP

heuristically.

A major drawback of this heuristic is inherent in its phased nature. In case

of hard time-windows, for example, there is no guarantee that the TSPs are

solvable with all stops assigned to a seed point. Only capacity constraints are

taken into account for the generation of seed points and for solving the GAP

during the �rst phase.

An advantage is that the routes produced are well-separated.

The generalized assignment heuristic was �rst proposed by Fisher and Jaiku-

mar (1981). Nygard et al. (1988) adapted the generalized assignment heuristic

to the deadline VRP. The e�ect of human interaction in order to improve the

solutions generated by the heuristic is considered by Baker (1992). The use

of the heuristic for soft time-windows has been evaluated by Koskodis et al.

(1992).

Procedure

Step 1: Generate seed points.

Step 2: Assign the unrouted stops to the seed points by solving the GAP.

Step 3: Improve the initial assignment through exchanging or relocating stops

between clusters.

Step 4: Solve a TSP (see appendix B.2) with all stops assigned to a seed point.

Do this for each seed point. If a TSP cannot be solved with all stops,

the stop closest to the depot is discarded and left unrouted. Repeat this

until a feasible solution is obtained for the TSP.

Step 5: If stops remain unrouted, invoke the post-processor (cfr. appendix B.3)

to assign these stops to an existing or, if not possible, to a new route.

Parameters

Parallel initialization procedure (S)

1. Seeds are generated by means of the two variants of the circle covering

method (see appendix B.1.1). Seeds coincide with the location of stops.

2. Seeds are generated by means of the cone covering method with �ve di�erent

load fractions (see appendix B.1.2). Seeds do not need to coincide with the

location of stops.

Assignment procedure (E, R)

The same two assignment procedures as for the PAI heuristic (section 2.8) are

used, i.e. the assignment based on the minimal regret function and the direct

assignment.
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Seed nature (P)

1. Seeds must coincide with the locations of stops.

2. Seeds do not necessarily coincide with the location of stops. This is only

possible with the cone covering method.

2.10 Two Phase heuristic

The Two Phase heuristic (TP) solves the VRP by successively performing a

sequential and a parallel route-building heuristic. The initialization stops re-

sulting from the sequential route-building phase are used as seed points for the

parallel route-building heuristic.

The major advantage of this heuristic is the guarantee for a su�cient number

of seed points, even in case of hard side-constraints. Moreover, the advantages

of both sequential and parallel route-building methods are exploited. During

the sequential phase, routes are built to full capacity utilization. This yields

a minimal number of seeds, which are used to construct well-separated routes

during the second parallel phase.

The �rst implementation of a two phase algorithm was proposed by Christo-

�des et al. (1979). The parallel Insertion heuristic of Potvin and Rousseau

(1993) mentioned in section 2.7 can also be considered as a two phase heuristic

in the way it is presented here.

Procedure

Step 1: Initialize a new current route with the initialization criterion.

Step 2: Select the unrouted stop, which feasibly satis�es the sequential selection

criterion with respect to the current route. If this is not possible and

all stops are not routed, then go to step 1. If all stops are routed go to

step 4.

Step 3: Add the stop selected in step 2 to the current route by solving a TSP

(see appendix B.2). Go to step 2.

Step 4: Make seed routes by linking all initialization stops with the depot. All

other stops are assigned the status unrouted.

Step 5: Select the unrouted stop which satis�es the parallel selection criterion.

If no stop can be selected, then go to step 7.

Step 6: Add the stop selected in step 5 to the route selected by solving a TSP

(see appendix B.2).

Step 7: If stops remain unrouted, invoke the post-processor (cfr. appendix ref-

post) to assign these stops to an existing or, if not possible, to a new

route.
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Parameters

Initialization criterion (I)

1. The unrouted stop farthest from the depot.

2. The unrouted stop closest to the depot.

Sequential selection criterion (G)

During the sequential route-building phase, stop j is added to the current route

of initialization stop i 2 N n f0g if the following expression is satis�ed

minj2Nnf0g[
1t0j + 
2tij ] (2.12)


1; 
2 � 0; 
1 + 
2 = 1

The combinations of the weights 
1 and 
2 are represented by the �ve values of

parameter G.

Parallel selection criterion (L)

For each stop j 2 N n f0g the assignment cost to initialization stop i 2 N n f0g
is computed by means of the expression

�1(t0i � t0k) + �2tik (2.13)

�1; �2 � 0; �1 + �2 = 1

The unrouted stop j with the largest di�erence between its best and second

best feasible assignment to two di�erent initialization stops is inserted into the

route of initialization stop i, which yields the minimal assignment cost for stop

j. The combinations of the weights �1 and �2 are represented by the �ve values

of parameter L.

2.11 Sweep heuristic

The Sweep heuristic (SW) is a two-phase heuristic of which the two phases are

not completely separated. The clustering and routing phases are interwoven.

Unrouted stops are added to the current route on the basis of their polar angle

with respect to the depot. Physically this corresponds to a counterclockwise

sweep movement with the depot as central point, starting from and ending in a

reference line. Every stop is selected to form the reference point.

Routes formed by the Sweep heuristic tend to be well separated. No stops

remain unrouted in the case of an unlimited number of vehicles. A drawback

is that the heuristic is highly dependent on the location of the depot for the

sweep movement. The sweep heuristic is also very time consuming. The use of

each stop to form the reference point for the sweep movement can be ine�cient,

particularly in the case of a homogeneous vehicle 
eet, because a lot of reference

points can give equal solutions.
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This heuristic was �rst implemented by Gillet and Miller (1974). In Wren

and Holliday (1972) the use of polar angles for ordering stops is also mentioned.

Procedure

Step 1: Compute the polar angle of each stop. Rank the stops in ascending

order of their polar angle. The �rst stop of this list is the reference

stop.

Step 2: The reference stop determines the reference line with the depot. Make

a second list of polar angles with the stops rearranged with respect to

the reference stop.

Step 3: If the second list of polar angles is not empty, then select the next stop

and add it to the current route and go to step 4, else the sweep-arm is

back at the reference line. In the latter case, all stops are routed and a

feasible solution is obtained. If this solution is better than all previous

solutions, it is stored temporarily. If the �rst list of polar angles is not

empty, then select the next stop of the �rst list as the reference stop

and go to step 2, else go to step 5.

Step 4: Solve a TSP (see appendix B.2) with all stops of the current route. If

the TSP is solvable, go to step 3. If not, then terminate the current

route without adding the last stop selected. Evaluate improvements by

relocating or exchanging stops between the two routes that were last

built.

A new current route is started with the last stop selected as the �rst

stop. Go to step 3.

Step 5: The �nal best solution is the solution saved.

Parameters

The implementation of the Sweep heuristic contains no parameters. Consequ-

ently, the heuristic is not included in the parametric analyses.



Chapter 3

Analysis of the e�ect of

vehicle-related constraints

This chapter is devoted to the analysis of the in
uence of the vehicle capacity

on the behavior of the eleven initial heuristics. For this purpose, three test

sets have been conceived, which were named G1, G2 and G3. These three test

sets were obtained by adding side-constraints to the geographical basic set of

60 problems (cfr. appendix A). First a demand of qi=10 units was assigned

to each stop i 2 N n f0g of each problem. For test set G1, a homogeneous

vehicle capacity of Q=100 units is associated with each vehicle. This implies

the substitution of constraint 1.4 in section 1.2 by:

10

0
@ nX

i=1

nX
j=0

xijk

1
A � 100 k = 1; :::;K

For test set G2 the homogeneous vehicle capacity amounts to Q=50 units.

Constraint 1.4 in section 1.2 becomes:

10

0
@ nX

i=1

nX
j=0

xijk

1
A � 50 k = 1; :::;K

A capacity of Q=200 units is allocated to each vehicle for the problems of

test set G3. Constraint 1.4 in section 1.2 is substituted by:

10

0
@ nX

i=1

nX
j=0

xijk

1
A � 200 k = 1; :::;K

As mentioned previously, the number of vehicles is unlimited.

The minimal number of routes is 10 for test set G1, 20 for test set G2 and 5 for

30
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test set G3.

Below, the parametric analyses are presented, followed by the results of the

three test sets G1, G2 and G3 per heuristic.

The second part of this chapter compares the relative performances of each heu-

ristic in the heuristic analysis. The results of the heuristic analyses are discussed

separately for the three test sets.

3.1 Parametric analyses for the test sets G1, G2

and G3

The parametric analysis encompasses an AID analysis for each heuristic applied

to each problem of each test set. As mentioned in the introductory chapter,

the AID uses all solutions of a problem, obtained by combining the values of all

parameters of a heuristic exhaustively. It is clear that we are far more interested

in the interpretation of the AID results on an aggregate level rather than on the

individual problem level.

Next, the AID results are considered for each of the ten heuristics. The

Sweep heuristic contains no parameters and is as such not involved in the para-

metric analyses. The AID results for a heuristic are discussed for each parameter

separately (see appendix B.4).

A general remark can be made on the consequences of the use of problems

with a deterministic structure. Some problems are pathologic for some heu-

ristics. These pathological problems are a threat to the internal validity of the

experiments.

Problems with an important pathological e�ect are those which disturb the

initialization criterion of the sequential route-building heuristics. If the initiali-

zation criterion consists of the stop farthest from or closest to the depot, then

problems with a large number of stops on the same highest or lowest travel time

from the depot can disturb the expected behavior of the initialization criterion.

In cases where several stops satisfy the initialization criterion simultaneously,

the stop with the lowest rank number in the �le of stops is selected. The bias is

more substantial if the number of routes is limited. Consequently, the distortion

tends to be higher for the sequential heuristics of test set G3 and lower for those

of test set G1.

The problems of the test sets which are pathological for the sequential initi-

alization criterion are those with a concentric or a 50 % central spreading and

a central depot (see appendix A).

These problems also a�ect the starting position of the sweep procedure of the

cone covering method (cfr. appendix B.1.2). If the largest di�erence between
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the polar angles of two successive stops occurs between more than one pair of

stops, the �rst evaluated pair is selected. The bias caused is in fact negligible.

3.1.1 Sequential Nearest Neighbor heuristic

The results of the AID analyses for the SN heuristic are somewhat biased due

to the large number of problems which are pathological for the nearest neighbor

criterion. Many test set problems have a large number of equal nearest neighbor

pairs. In such case, the pair evaluated �rst is selected. However, the sequential

nature of the SN heuristic keeps the bias most often limited.

The number of solutions per problem obtained by combining all values of

the three parameters of the SN heuristic amounts to 18. Applying AID to this

set of replications leads to the following �ndings.

Initialization criterion (I). As mentioned previously, the initialization of the

current route with the stop at highest or lowest travel time from depot can be

perturbed by some pathological problems.

Initialization by merging the two nearest neighbors in one route is strongly bi-

ased in the case of the pathological problems with a great number of nearest

neighbors pairs. A large number of problems of each test set are pathological

in the previously de�ned sense (see appendix A).

A signi�cant in
uence of the initialization criterion is only meaningful if the

frequency of initialization (P) (cfr. infra) is the multiple initialization. In that

case, every new current route is initialized with the initialization criterion. Ho-

wever, the number of problems of the three test sets for which this interaction

is observed is insu�cient to make inferences.

Signi�cant di�erences between the three values of I tend to increase with an

increasing number of routes. This can be explained by the increasing number of

initializations required. The number of problems where signi�cant di�erences

can be observed, is too limited to base conclusions on, even for test set G2.

Frequency of initialization (P). Signi�cant di�erences between solutions

obtained with a single and with a multiple initialization occur only for a very

limited number of problems of the three test sets. These problems have no clear

common characteristics.

Places to add stops (A). For nearly all problems of the three test sets, no

signi�cant di�erence is observed between the addition of stops at the end of a

route and the addition at both ends of a route.

These �ndings reveal that no parameter of the SN heuristic has a systemati-

cal e�ect on the solution value of the problems of the three test sets. Moreover,

the changes in capacity constraints do not induce substantial shifts in the be-
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havior of the parameters.

3.1.2 Parallel Nearest Neighbor heuristic

This heuristic is highly perturbed by the pathological problems containing a

great number of nearest neighbor pairs. The parallel nature of the heuristic

makes it more vulnerable to biased results than a sequential heuristic. In the

case of problems with more nearest neighbors, the �rst pair that is evaluated

is selected. The three test sets contain a substantial number of pathologic pro-

blems of this kind (see appendix A). Consequently, the internal validity of the

AID results is not guaranteed. Moreover, the only parameter of the PN heuristic

gives rise to only 8 solutions per problem.

Simultaneous initialization procedure (S). Routes can be initialized by

means of the two variants of the circle covering or the �ve variants of the cone

covering in the case of seed generation or by successively merging the two nearest

neighbors.

The signi�cant e�ect of S on the total travel time is very limited in the case

of solutions with a few number of large routes (test set G3). This is mainly

due to the small number of routes, and thus the low number of seeds required.

Changing the positions of seeds does not signi�cantly alter the compositions of

the routes in those situations.

For test sets G1 and G2, a vast majority of problems are observed for which

the di�erences between the values of S yield signi�cantly di�erent results. For

these problems, the circle covering with the ascending radius selection proce-

dure (cfr. appendix B.1.1) results in an overestimation of the number of seeds

and gives signi�cantly worse solutions. The initialization procedure through

merging the nearest neighbor also gives bad results, probably due to the e�ect

of the pathological problems. The cone covering and the circle covering with

the descending radius selection procedure give signi�cantly better results than

all other initialization procedures. As far as the cone covering is concerned,

no other signi�cant di�erences were observed between the �ve di�erent load

fractions.

If only the value of S in the best solutions is considered, a dominance of the

cone covering with load fraction 0.75 is observed.

From these results it is possible to conclude that the signi�cant e�ect of

the single parameter of the PN heuristic is a�ected by changes in capacity

constraints and by the problem characteristics as well as by the pathological

problems.
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3.1.3 Sequential Savings heuristic

The exhaustive combination of the four parameters of the SS heuristic gives rise

to 270 solutions per problem. AID analyses performed on each problem of the

three test sets reveal the following �ndings.

Initialization criterion (I). As mentioned previously, the expected behavior

of the initialization criterion is perturbed for a number of problems. The initi-

alization procedure through merging the stops with the greatest savings value

can be perturbed for problems with more than one pair of stops that yields the

greatest savings. This has also been observed by Golden (1977).

The results of the three test sets reveal that the di�erences between the three

values of I are signi�cant for most of the problems. Initialization with the stop

closest to the depot tends to yield signi�cantly worse results than initialization

with the stop farthest from the depot and the initialization through merging

the two unrouted greatest savings stops. This occurs mainly for problems of the

clusters and the cones patterns of test sets G1 en G3. The problems of both

patterns have well-separated groups of stops. For test set G2 this tendency is

observed for other problems too. The insigni�cant di�erence between initializa-

tion through merging the greatest savings stops and initialization with the stop

farthest from depot is evident. The stops which yield the greatest savings value

are most often very far from the depot and very close to each other.

Frequency of initialization (P). The signi�cant e�ect of the initialization

criterion I is meaningful if the multiple initialization procedure is used. This

interaction is frequently observed. Multiple initialization tends to favor the

construction of well-separated routes in the event of problems with a rather

homogeneous spread of stops.

In the case of single initialization a new current route is started in the neigh-

borhood of the route just terminated. This does not bene�t the formation of

separated routes, but avoids the need for additional routes to service the remai-

ning stops spread out between the constructed routes.

Places to add stops (A). The AID results do not permit to draw meaningful

conclusions concerning the addition of stops at the end or at both ends of the

current route.

Savings criterion (C). The e�ect of the parameter representing the combinati-

ons of the weights of the savings criterion 2.3 is signi�cant for all problems. The

signi�cantly better values of C are those which preserve the inequality �1 � �2

and minimize or even neglect the weight �3. This implies that the savings value

is primarily de�ned in terms of the proximity of the stops to be merged and

secondary in terms of remoteness from the depot. This is observed for the three

test sets. Slight shifts among the signi�cantly better values can be observed
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only on the individual problem level.

The weights for the savings criterion proposed by Gaskell (1967), Yellow

(1970), Eilon et al. (1971), Webb (1972), Mole (1979) and Paessens (1988) cor-

respond with the signi�cantly better values resulting from the AID analyses.

From these results, we can deduce that only the parameter representing the

combinations of the weights of the savings criterion has a consistent signi�cant

e�ect and ditto signi�cantly better values. The e�ect of the three other pa-

rameters is most often insigni�cant and can hardly be related to the problem

characteristics or shifts in the capacity constraints.

3.1.4 Parallel Savings heuristic

Combining the values of the two parameters of the PS heuristic gives rise to 120

replications for each problem of the three test sets.

Simultaneous initialization procedure (S). Routes can be initialized by

means of the two variants of the circle covering or the �ve variants of the cone

covering in the case of seed generation or by successively merging the two stops

yielding the highest savings value.

Some problems have, due to geographical symmetry, several pairs of stops

with an equal savings value. This can cause a slight bias especially when the

traditional simultaneous initialization procedure without seeds is used. As men-

tioned previously, the starting position of the cone covering can also be biased

for some problems.

The AID analyses reveal that the circle covering is usually signi�cantly worse

due to an overestimation of the seeds required. For three problem types, howe-

ver, the circle covering is not signi�cantly worse than the cone covering. The

�rst type contains some problems with a rather homogeneous spread of stops

and the depot located among the stops. For these problems, solutions with a

larger number of routes than the theoretically minimum number are not worse

a priori. This can be observed mainly for the test sets G1 and G3.

The second type of problems are problems of which the stops are compressed

within a narrow area, like those of the concentric pattern. The number of circles

generated with the circle covering for these problems is not overestimated. This

is particularly true for test set G3.

The third type of problems are problems with well-separated groups of stops

(clusters and cones patterns). The circle covering has especially been designed

by Savelsbergh (1990b) for this kind of problems.

As far as the traditional method without seeds is concerned, one can observe

that it yields good results for problems with a homogeneous spread of stops of

test set G1 and for almost all the problems of G2. For test set G3 the solutions

obtained with this method are signi�cantly worse. This could be explained by
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the fact that for test set G3 the number of routes are insu�ciently reduced by

merging stops iteratively.

The cone covering belongs to the signi�cantly better values of S for almost

all problems. A general remark is that the di�erences between the distinct load

fractions fade away for the concentric and 50% central patterns with a depot

central or inside. This is because the stops are compressed within a narrow

area. For most problems with a rather homogeneous spread of stops, the cone

covering with the lowest load fraction, (0.05), is signi�cantly worse. This causes

a positioning of seeds too close to the depot, which does not guarantee good

separation of the resulting routes. The cone covering with the highest load frac-

tion (0.95) gives signi�cantly worse results for the majority of problems of test

set G2. So, in the case of routes with a small number of stops, the seeds should

not be too far from the depot.

Savings criterion (C). The e�ect of the parameter representing the com-

binations of the weights of savings criterion 2.3 is signi�cant for all problems.

The signi�cantly better values of C are comparable to those of the SS heuristic.

They contain the combinations of the weights, which stress the importance of

the proximity of the stops to merge in spite of the remoteness of both stops

from the depot. This can be expressed as �1 � �2 and minimizing or even

neglecting the weight �3. Again, this is observed for the three test sets. Further

re�nements within these signi�cantly better values can only be observed on the

individual problem level.

The weights for the savings criterion proposed by Clarke and Wright (1964),

Yellow (1970), Eilon et al. (1971), Webb (1972), McDonald (1972) and Paes-

sens (1988) can be found among the signi�cantly better values resulting from

the AID analyses.

Both parameters of the PS heuristic have a signi�cant e�ect on the �nal

solution. The problem characteristics and the side-constraints only a�ect the

signi�cantly better values of the simultaneous initialization procedure. The sig-

ni�cantly better values of the combinations of the savings criterion weights are

consistent.

3.1.5 Generalized Savings heuristic

The single parameter P of the GS heuristic contains only �ve values. This num-

ber of replications is insu�cient to make a reliable AID analysis.

The GS heuristic can be a�ected by pathological problems only during its �rst

step where stops are merged two by two. Problems with a large number of pair

of stops with an equal savings value can cause a perturbation of the expected

behavior of the heuristic. The order of evaluation is decisive in these cases.
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Generalized savings criterion (P). Parameter P represents the combina-

tions of the weights �1 and �2 of the generalized savings criterion 2.4.

For all problems of test set G2, the e�ect of P is insigni�cant. The solutions

for the problems of G2 contain routes with a small number of stops. Consequ-

ently, only a very few number of merging cycles are required to obtain a solution.

The average number of stops is higher for the problems of test set G1. Hence,

for a small number of those problems, the e�ect of P is signi�cant.

For the problems of test set G3, a substantial larger number of merging cycles

is required to construct routes with a high number of stops. As a result, the

e�ect of P becomes signi�cant for the majority of problems. The signi�cantly

better values of P favor the merging with greater stress on the minimization

of the travel time of the resulting route instead of on the maximization of the

travel time of each of the routes to be merged.

By considering only the value of P giving the best solution, it can be ob-

served that the combination �1 = �2 is clearly dominant. This is the original

generalized savings criterion conceived by Altinkemer and Gavish (1991).

The number of replications is too limited to make important conclusions on

the behavior of the parameter of the GS heuristic.

3.1.6 Sequential Insertion heuristic

Combining the values of the three parameters of the SI heuristic results in 60

replications per problem for each of the three test sets. AID analyses performed

on these solutions yield the following �ndings.

Initialization criterion (I). As mentioned previously, the initialization cri-

terion is biased for a number of problems.

Di�erences between the initialization of the current route with the stop clo-

sest to or farthest from depot are signi�cant for only a minority of problems in

the three test sets. No meaningful deductions can be made with these results.

Insertion and selection criterion (M, L) . Parameters M and L repre-

sent the combination of weights of the combination 2.5 and 2.6 of insertion and

selection criterion. The results of the AID analyses are consistent for the three

test sets.

For the insertion criterion, which is the same for both the combinations pro-

posed, signi�cantly worse results are obtained with the combination of weights

�1 = 0, �2 = 1. An insertion criterion with these weights determines the inser-

tion place for all unrouted stops as the largest link between two nodes of the

current route.

The combination of the weights �1 = 0:25; �2 = 0:75 is also signi�cantly worse

than the three other combinations for most problems of the concentric and the
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50 % central pattern. Both patterns have long links inherent in the spread of

their stops. Consequently, for these problems the relation �1 � �2 gives signi�-

cantly better solutions.

In general, signi�cantly better solutions are obtained by emphasizing the im-

portance of the minimization of the increase in travel time at least as much as

the maximization of the travel time between the two successive stops i and i+1

of the current route.

By considering only the combinations of the weights in the best solution, one

can observe that the two combinations �1 = �2 = 0:50 and �1 = 0:75; �2 = 0:25

appear more frequently.

For the selection criterion, two combinations can be distinguished. As far

as the selection criterion of combination 2.5 is concerned, the combination

�1 = 1; �2 = 0 gives signi�cantly worse results. This is because stops are selected

for insertion in the current route on the basis of maximal travel time to the de-

pot. For a vast majority of the problems, the combination �1 = 0:75; �2 = 0:25

is also signi�cantly worse for the same reasons. So, the signi�cantly better

combinations of the weights select the unrouted stop which causes the minimal

increase in travel time due to the insertion rather than the stop at the largest

travel time from depot, i.e. �1 � �2. These weight combinations favor the for-

mation of well-separated routes. This corresponds to the �ndings of Mole and

Jameson (1976).

The selection criterion of combination 2.6 is not signi�cantly worse for problems

where stops are grouped. For these problems, the selection of the stop nearest

to the current route is the stop whose insertion gives the minimal route time of

the current route.

These results demonstrate the consistency of the signi�cant e�ect and the

signi�cantly better values of the parameters representing the insertion and selec-

tion criteria. The e�ect of the initialization criterion is most often insigni�cant

and cannot be related to the problem characteristics and/or side-constraints.

3.1.7 Parallel Insertion heuristic

The Parallel Insertion heuristic uses three parameters resulting in 210 replica-

tions for each problem of test sets G1, G2 and G3.

Parallel initialization procedure (S). The two variants of the circle co-

vering and the �ve variants of the cone covering can be used for generating

seeds. As mentioned previously, the starting position of the cone covering can

also be biased for some problems. The results of the AID analyses correspond

to those of the PS heuristic (see section 3.1.4).

This implies that the cone covering is signi�cantly better than the circle

covering, except for a number of problems belonging to three types: problems

with a homogeneous spread of stops and with a depot among the stops, problems
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with separated groups of stops, and problems with stops compressed within a

narrow area.

For test set G2 it can also be observed that the solutions obtained with the cone

covering with the highest load fraction (1.00) are signi�cantly worse than those

with other load fractions.

Another correspondence with the �ndings of the PS heuristic is the fading of

the di�erences between the load fractions of the cone covering method for the

problems of the concentric pattern with a depot central or inside.

The reader is referred to the parametric analysis of the PS heuristic (see sec-

tion 3.1.4) for further explanations on these observations.

The best solution is most frequently generated by the cone covering with a

load fraction ranging from 0.25 to 0.75.

Insertion and selection criterion (M, L). Parameters M and L represent

the weights combinations of the combinations 2.5 and 2.6 of the insertion and

selection criterion. The AID results are comparable to those of the SI heuristic.

The results for the three test sets are very similar too.

As far as the insertion criterion is concerned, signi�cantly worse solutions

are obtained with the combination of weights �1 = 0; �2 = 1. An insertion cri-

terion with these weights determines the insertion place for all unrouted stops

as the largest link between two nodes among all parallel routes. The combina-

tions of the weights �1 = 0:25; �2 = 0:75 are signi�cantly worse than the other

three combinations for most problems of the concentric and the 50 % central

pattern, as well as for the compressed pattern with a decentralized depot. The

above-mentioned patterns have long links inherent in the spread of their stops.

Consequently, for the problems of these patterns the relation �1 � �2 yields

signi�cantly better results.

In general, good combinations of weights for the insertion criterion determine

an insertion place by attaching greater importance to a minimization of the

increase in travel time due to the insertion than to the maximal remoteness of

the two successive stops i and i+ 1 between which the unrouted stop u will be

inserted.

With respect to selection criterion 2.5, the combination �1 = 1; �2 = 0 gives

signi�cantly worse results. This is because stops are selected for insertion in

a route on the basis of maximal travel time to the depot. The selection of

the unrouted stop by the signi�cantly better combinations of weights is based

slightly more on the minimal increase in travel time due to the insertion than

on the maximal remoteness of the unrouted stop from the depot.

The speci�c e�ect of the selection criterion of combination 2.6 used with the

parallel heuristic is that routes are built proportionally. Stops whose insertion in

a route yields the minimal travel time of that route, are selected. Consequently,

stops in the proximity of a route are favored for selection. So, this selection

criterion gives good results for problems with grouped stops, like those of the

concentric and the clusters pattern.
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Further re�nements between the signi�cantly better combinations of weights

of insertion and selection criterion can only be observed on the individual pro-

blem level.

All parameters of the PI heuristic have a signi�cant e�ect on the solution va-

lue. The signi�cantly better values for the parameters of the insertion and selec-

tion criteria are consistent. Those for the simultaneous initialization procedure

are more dependent on the problem characteristics and/or the side-constraints.

3.1.8 Parallel Assignment-based Insertion heuristic

The three parameters of the PAI heuristic give rise to 70 replications for each

problem of the three test sets.

Parallel initialization procedure (S). The two variants of the circle co-

vering and the �ve variants of the cone covering can be used for generating

seeds. As mentioned previously, the starting position of the cone covering can

also be biased for some problems. The results of the AID analyses are similar

to those of the PS and PI heuristic.

The cone covering is signi�cantly better than the circle covering, except for

a number of problems essentially belonging to three types: problems with a

homogeneous spread of stops and with a depot among the stops, problems with

separated groups of stops, and problems with stops compressed within a narrow

area.

For test set G2 it can also be observed that the solutions obtained with the cone

covering with the highest load fraction (1.00) are signi�cantly worse than the

other load fractions.

Another similarity with the �ndings of the PS and PI heuristic is the fading of

the di�erences between the load fractions of the cone covering method for the

problems of the concentric pattern with a depot central or inside.

Explanations for all these �ndings can be found in the above section of the PS

heuristic (see section 3.1.4).

The best solution is most frequently obtained with the cone covering with a

load fraction of 0.50 and 0.75.

Assignment procedure (E, R). The �rst part of the assignment procedure

consists of the determination of signi�cantly better combinations of the weights

of the assignment cost 2.10 of stop i to seed k.

The AID results reveal that the combination �1 = 1; �2 = 0 yields signi-

�cantly worse solutions than the other four combinations. The combination

considered assigns stops only on the basis of a comparable travel time of respec-

tively stop and seed to the depot, without taking account of the proximity of stop

and seed. For some problems the combination �1 = 0:75; �2 = 0:25 is also signi-

�cantly worse. This combination is not signi�cantly worse if stops and seeds are
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at an approximately equal travel time from the depot. This happens for some

problems of test set G2 and G1 with a concentric or a 50% central pattern with

a central depot. For most problems of G3 the combination �1 = 0:75; �2 = 0:25

is not signi�cantly worse, because on average the travel time between a stop and

a seed is high, due to the limited number of seeds required for the problems of

test set G3. Consequently, the magnitude of the travel time between a stop and

a seed, weighted by �2, exceeds largely the magnitude of the term associated

with weight �1.

In general, the assignment of stop i to seed k gives signi�cantly better solutions

if the proximity of stop and seed is at least as important as the di�erence in

their remoteness from the depot.

Two approaches are possible for assigning stops to the seed routes. The �rst

approach uses the minimal regret function, the second the direct assignment.

For the three test sets the same assignment cost is used for both approaches.

The AID results are not su�ciently clear to make reliable deductions. However,

on the basis of the results one can deduce that the assignment based on the

minimal regret function is preferred to the direct assignment if the geographical

structure of the problem to be solved does not force the assignment of a stop to

a dedicated seed.

3.1.9 Generalized Assignment heuristic

The GA heuristic is driven by four parameters. For the three test sets, the com-

bination of the values of the four parameters gives rise to 120 di�erent solutions

for each problem.

Parallel initialization procedure (S). The two variants of the circle co-

vering and the �ve variants of the cone covering can be used for generating

seeds. As mentioned previously, the starting position of the cone covering can

also be biased for some problems. The results of the AID analyses are similar

to those of the PS, PI and PAI heuristic, described above.

The cone covering is signi�cantly better than the circle covering, except for

a number of problems, essentially belonging to three types: problems with a

homogeneous spread of stops and with a depot among the stops, problems with

separated groups of stops, and problems with stops compressed within a narrow

area.

For test set G2 it can also be observed that the solutions obtained with the

cone covering with the lowest (0.05) and the highest load fraction (1.00) are

signi�cantly worse than the other load fractions.

In accordance with the �ndings of the PS, PI and PAI heuristic, the fading of

the di�erences between the load fractions of the cone covering method is also

observed for the problems of the concentric pattern with a depot central or in-

side.
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Explanations for all these �ndings can be found in section 3.1.4 of the PS heu-

ristic.

The best solution is most frequently obtained with the cone covering with a

load fraction of 0.50 and 0.75. A load fraction of 0.75 has been proposed by Fis-

her and Jaikumar (1981), who conceived the cone covering and the GA heuristic.

Assignment procedure (E, R). As in the case of the PAI heuristic, two

approaches are available for solving the GAP in order to assign the stops to

the seed points: the assignment based on the minimal regret function and the

direct assignment. Both approaches use the same assignment cost 2.10. The

AID results are similar to those of the PAI heuristic (see section 3.1.8). This

implies that the signi�cantly worse solutions are obtained with the combina-

tion of the weights �1 = 1; �2 = 0 of the assignment costs. The combination

�1 = 0:75; �2 = 0:25 is signi�cantly worse for the same types of problems with

speci�c geographical structures encountered with the PAI heuristic (cfr. sec-

tion 3.1.8). So, in general, it can be stated that the proximity of stop and seed

is fundamental in computing the assignment cost for the three test sets.

As far as the choice between the two approaches for solving the GAP is

concerned, no meaningful deductions can be drawn from the results of the AID

analyses. The number of problems of the three test sets for which the two ap-

proaches yield signi�cantly di�erent results is very small in absolute terms and

even in comparison with the number observed for the PAI heuristic.

Seed nature (P). Only the cone covering permits the generation of seeds

which do not necessarily coincide with stops. Di�erences between solutions ob-

tained with seed points and with seed customers are seldom signi�cant.

The characteristics of the problems of the three test sets for which the di�erence

is signi�cant do not permit us to make meaningful deductions on a level higher

than that of the individual problem.

Consistency of the signi�cant e�ect and the signi�cantly better values is only

observed for the parameter representing the combinations of the weights of the

assignment cost. The signi�cant e�ect of the simultaneous initialization proce-

dure can be related to the problem characteristics and/or the side-constraints.

The e�ect of the assignment procedure is most often insigni�cant.

3.1.10 Two Phase heuristic

The combination of the values of the three parameters of the TP heuristic gives

rise to 50 di�erent solutions for each problem of the three test sets.

Initialization criterion (I). The expected behavior of the initialization crite-

rion is biased by the above-mentioned pathological problems.
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A new current route can be started by the stop closest to or farthest from the

depot during the �rst sequential phase of the heuristic.

The AID results for the three test sets reveal that initialization with the stop

farthest from the depot yields signi�cantly better results, especially for problems

with a homogeneous spread of stops (uniform and compressed patterns).

The use of the farthest stop as initialization stop in the second phase can be

considered to be to the use of the cone covering method with a high load fraction.

Potvin and Rousseau (1993) also used the farthest stop as initialization stop

in the �rst phase of their two phase/parallel insertion heuristic.

Sequential selection criterion (G). Unrouted stops are added to the current

route during the �rst phase of the heuristic if they satisfy the sequential selec-

tion criterion 2.12. The combinations of the weights 
1 and 
2 of this criterion

are represented by G.

The AID results show that the signi�cantly better solutions are obtained

with the combinations for which 
1 � 
2. This implies that stops are added

to the current route on the basis of a criterion in which the proximity of the

unrouted stop j to the initialization stop i is at least as important as that of

stop j to the depot.

The weights proposed by Christo�des et al. (1979) for the selection criterion

con�rm our �ndings.

Parallel selection criterion (L). The parallel selection criterion 2.13 can

be considered as a cost for inserting the unrouted stop j into the route of the

initialization stop i. The actual insertion is made by means of a minimal regret

function.

The results reveal that the combination of weights �1 = 1; �2 = 0 gives

signi�cantly worse solutions. This combination preferably inserts a stop which

is at approximately the same travel time from the depot as an initialization

stop, without considering the proximity between the stop and the initialization

stop.

The combination �1 = 0:75; �2 = 0:25 is not signi�cantly worse if stops and

seeds are at approximately equal travel time from the depot. This happens

for some problems of test sets G2 and G1 with a concentric or a 50% central

pattern, both with a central depot. For most problems of test set G2, the

combination �1 = 0:75; �2 = 0:25 is signi�cantly worse because on average the

travel time between a stop and a seed is limited, due to the high number of

seeds required. Consequently, the magnitude of the travel time between a stop

and a seed, weighted by �2, is relatively low compared with the magnitude of

the term associated with weight �1.

In general, the insertion of stop j into the route of initialization stop i gives

signi�cantly better solutions if the proximity of stop and initialization stop is at

least as important as the di�erence in remoteness of both stops from the depot.

These �ndings are also con�rmed by the weights for this criterion proposed



44 3.2 Heuristic analysis

by Christo�des et al. (1979).

The signi�cant e�ect and the signi�cantly better values of the parameters

representing the sequential and parallel selection criteria are consistent. The

signi�cance of the e�ect of the initialization criterion is not consistent and the

signi�cantly better values are partially dependent on the problem characteristics

and/or side-constraints.

3.1.11 Conclusions of the parametric analysis

Based on the parametric analysis, two groups of parameters of the initial heu-

ristics can be distinguished.

The �rst group contains the parameters representing the combinations of

weights of the selection criteria of the initial heuristics. Selection criteria are

the savings criteria of the savings heuristics (SS and PS), the insertion and se-

lection criteria of the insertion heuristics (SI and PI), the assignment costs of

the PAI and GA heuristics, and the two selection criteria of the TP heuristic.

All these parameters have a signi�cant e�ect on the total travel time. Moreover,

the signi�cantly better values for these parameters are consistent throughout the

three test sets. Minor shifts in the signi�cantly better values are mainly induced

by di�erent problem characteristics and/or side-constraints.

The second group of parameters contains the remaining parameters. The

parameters of the non-sequential heuristics are signi�cant for far more problems

than those of the sequential heuristics. This applies particularly to parameters

related with the initialization of routes. This can be explained by the fact that

the primary criterion of sequential heuristics is to �ll up the routes to maximal

capacity utilization. The e�ect of the sequential initialization criterion is not

signi�cant for all problems. In addition, the signi�cantly better values occurring

can hardly be related to speci�c problem characteristics and/or side-constraints.

The e�ect of the simultaneous initialization procedure for non-sequential heu-

ristics is signi�cant for almost all problems. Moreover, the signi�cantly better

values for these parameters can be related to the problem characteristics and/or

side-constraints.

3.2 Heuristic analysis

The heuristic analysis evaluates the relative performances of the eleven initial

heuristics. The statistical analysis required to perform this analysis is the Fried-

man test (see appendix B.5). Only the total travel time of the best solution of
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a heuristic obtained for a problem is considered. Consequently, eleven solutions

are compared for each problem.

The statistical analysis is performed on an aggregate level. This implies that

the problems are grouped, based on the three geographical criteria: spreading

of stops, grouping of stops and location of the depot (see section 1.3).

3.2.1 Heuristic analysis for test set G1

All problems. The GA heuristic gives signi�cantly better results than all other

heuristics for the problems of G1. This dominance is undoubtedly related to

the ability of the GA heuristic to keep the routes well-separated for problems

with only capacity constraints.

The solutions of the PN heuristic are signi�cantly worse than all other heu-

ristics. The pathological problems are probably not strange to this. Further

re�nements of these �ndings for the problem groups corresponding to the geo-

graphical criteria yield some interesting observations. They are discussed below.

Depot location. The GA heuristic gives the better solutions for the three

depot locations. Additionally, it has been observed that the more decentralized

the depot, the better the performance of the sequential heuristics relative to that

of the non-sequential heuristics. This is partially due to the depot-dependent

cone covering method used by the non-sequential heuristics for generating seeds.

The cone covering method turns out to perform rather badly with a depot out-

side. The depot-independent circle covering procedure o�ers no good alternative

for this depot pattern because the number of seeds is usually overestimated.

The SW heuristic also generates bad results for the depot outside due to its

depot-dependency; the sweep mechanism of the SW heuristic is comparable to

that used for creating cones of stops in the cone covering method.

For a central depot and a depot inside most non-sequential heuristics give

good results compared to the sequential heuristics. Non-sequential heuristics

are more appropriate for keeping the routes separated in these situations.

Grouping patterns. A general remark about the di�erent grouping patterns

is that their results are far more di�cult to interpret in comparison to those of

the spreading pattern. This is due to the fact that the impact of the grouping

patterns on the total geographical structure is less important than that of the

spreading patterns (see appendix A).

The results for the clusters and the cones patterns are worth mentioning.

Both patterns contain well-separated groups of ten stops. Ideally, each such

group of stops can be serviced by exactly one vehicle.

As far as the problems of the clusters pattern is concerned, the majority of

heuristics is able to �nd the best solutions. Only the performance of the SW

heuristic is signi�cantly worse, which is mainly caused by its bad performance for
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the problems of the clusters pattern with a decentralized depot. As mentioned in

the parametric analysis, heuristics with seed points use the depot-independent

circle covering method for generating seeds for most problems of this pattern.

The results for the problems of the cones pattern are not so clear because the

separation of the groups of stops is not so hard in comparison to those of the

clusters pattern.

Nevertheless, better results for both patterns are obtained with the SI heuristic,

while the solutions of the SW, GS and PN heuristics are signi�cantly worse.

Spreading patterns. For problems with a rather homogeneous spread of stops,

it can be observed that the GA heuristic gives the better solutions. For the uni-

form pattern, the PS, PI and PAI heuristics are not signi�cantly worse. For the

compressed pattern, the PS and SI heuristics are not signi�cantly worse than

the GA heuristic. These results con�rm the tendency that the ability of non-

sequential heuristics to keep the routes separated as much as possible gives very

good results for problems with a rather homogeneous spread of stops.

Sequential heuristics tend to produce better solutions for the 50% central

pattern, due to their ability to minimize the links between central stops and

peripheral stops. The solutions of the SI and SS heuristics are very good, but

those of the GA heuristic are not signi�cantly worse.

The fact that the stops of the concentric pattern are compressed within a nar-

row area, results in limited di�erences between the solutions of the heuristics.

Moreover, some problems of this pattern are pathological for some heuristics.

Nevertheless, the GA heuristic gives signi�cantly better solutions than the PN,

SN, GS, PAI and SW heuristic.

Table 3.1 presents an overview of the relative performances of the eleven ini-

tial heuristics for test set G1. The geographical pattern categories distinguished

in the table may be considered as the most important ones. The category of the

homogeneous spread aggregates the uniform and the compressed results, except

the results of the problems with a clusters grouping.

The results of the clusters pattern, together with those of the cones pattern

are represented by the clusters category. The category containing the problems

with central and peripheral stops contains the results of the 50% central and

the concentric patterns.

Comparison of the computing times of the eleven heuristics reveal that the

sequential heuristics are less time consuming than their parallel alternatives.

The computing times are mostly far below the 10 seconds. The run time of the

GA heuristic is the shortest in every respect.

Exceptionally high is the time required by the SW, TP and GS heuristics, due

to the large numbers of TSPs to be solved in the three heuristics. We do not

exclude that more e�cient and time-saving implementations are possible. Ho-

wever, for this research we are not interested in absolute computing times. The
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - + - - - - + - -

PN - - - - - - - - - - -

SS - - + + -+ ++ ++

PS + + - + ++ -
GS - - - - - - - - + -

SI - - ++ + -+ ++ ++

PI + ++ - -+ + +

PAI + - - - - - -

GA ++ - ++ ++ + +

TP - - ++ -+ + ++ -

SW + - - - - - - - - - -

Table 3.1: Summary of the relative performances of the 11 heuristics for test

set G1 (q = 10; Q = 100). Symbols: "++": very good; "+": good; "-+":

moderate, "-": bad, "- -": very bad.

times are used only for comparative purposes.

3.2.2 Heuristic analysis for test set G2

All problems. The SI heuristic gives signi�cantly better results than any

other heuristic, except the SS heuristic for the problems of G2. The dominance

of both sequential heuristics can be explained by the limited maximal number

of �ve stops in a route. Consequently, the routes are su�ciently short for the

sequential heuristics not to make them overlap too much with their objective

of �lling routes to full capacity. Buxey (1979) also noticed that the quality of

sequential heuristics increases if the routes are less overlapping.

The bad performance of the non-sequential heuristics is probably related to

the large number of seeds required for the problems of set G2. This makes it

more di�cult to assign the stops to seeds or seed routes.

The solutions of the GS heuristic are signi�cantly worse than those of all

other heuristics. The GS heuristic cannot make the appropriate mergers of rou-

tes in order to obtain �ve stops per route.

Depot location. The solutions of the SI heuristic improve as the depot gets

more decentralized. For the depot outside, the SI heuristics performs signi�-

cantly better than all other heuristics.

If the depot lies inside, the solutions of the SS, PS and TP heuristics are not

signi�cantly worse than those of the SI heuristic.
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The solutions of the SS, PS and SI are only signi�cantly better than those

of the GS, SW, PN and SN heuristics for the central depot pattern.

Grouping patterns. As mentioned previously, the results of the grouping

patterns are di�cult to interpret. However, the results con�rm the dominance

of the SI heuristic for almost all grouping patterns. The SS and the TP heu-

ristics also give good results for some of these patterns. The clusters and cones

patterns are dominated by the sequential heuristics SI and SS.

The dominance of the sequential heuristics for problems with grouped stops

has also been observed by Potvin and Rousseau (1993).

Spreading patterns. The SI and SS heuristic yield better solutions for most

spreading patterns. Both heuristics are signi�cantly better than all other heu-

ristics for the compressed and the 50 % central pattern. The sequential heuristics

already proved in test set G1 to be appropriate for the latter pattern due to

their ability to minimize links between central and peripheral stops.

The concentric pattern does not induce a large number of signi�cant di�e-

rences between the heuristics, which is consonant with the results of test set

G1. This is caused by the narrow area within which the stops are compressed.

Nevertheless, the sequential heuristics give better solutions for this pattern too.

Better solutions for the uniform pattern are obtained with the SI heuristic.

The solutions of the PS and TP heuristics are not signi�cantly worse. So, even

for the problems with a homogeneous spread of stops, sequential heuristics,

in particular the SI heuristic, performs better than almost all non-sequential

heuristics. As mentioned previously, this is mainly due to the limited number

of stops per route for the problems of testset G2.

Again, it can be noticed that the savings criterion is appropriate for pro-

blems with a homogeneous spread of stops.

Table 3.2 summarizes the relative performances of the eleven initial heu-

ristics for the principal geographical pattern categories of test set G2.

The average computing time is considerably shorter than it was for test set

G1. Again, the time required by the SW, GS and TP heuristic are disproporti-

onately longer compared to that of the other heuristics. The PI heuristic also

requires a longer computing time than most other heuristics, excluding the SW,

GS and TP because a large number of insertion places has to be evaluated at

each iteration.

The GA, SN, SS and SI heuristics remain very fast.

3.2.3 Heuristic analysis for test set G3

All problems. The results of the comparison of the eleven heuristics for the
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - -+ -+ - - -+ +

PN - - - - - - - - - - - -

SS + + ++ + -+ ++

PS ++ -+ -+ + - - -+
GS - - - - - - - - - - - -

SI ++ + ++ ++ ++ ++

PI - - - - - - - -

PAI + - - - - - - - - - -

GA + ++ + + - - -+

TP -+ + + + ++ +

SW - - -+ - - - - - -

Table 3.2: Summary of the relative performances of the 11 heuristics for test set

G2 (q = 10; Q = 50). Symbols: "++": very good; "+": good; "-+": moderate,

"-": bad, "- -": very bad.

problems of test set G3 reveal that the GA and PI heuristics give signi�cantly

better results than all other heuristics. The large number of stops per route,

maximally twenty, favors the non-sequential heuristics, in particular GA and

PI. Sequential heuristics cannot prevent the long routes from overlapping.

Depot location. The depot location does not considerably a�ect the domi-

nance of the non-sequential heuristics.

The better solutions for a central depot are obtained with the GA, PI, SS and

SW heuristics. The good performance of the SW heuristic for problems with

long routes has also been observed by Solomon (1987) and Paessens (1988).

This heuristic is specially designed for keeping the routes well-separated.

For both other depot patterns, a large number of non-sequential heuristics

with the GA and PI heuristics on top, give good solutions. The SI is the only

sequential heuristic which yields no signi�cantly worse solutions than the non-

sequential heuristics for the depot inside and outside patterns.

Grouping patterns. As mentioned previously, the results for the distinct

grouping patterns are more di�cult to interpret in comparison with those of

the spreading patterns.

Nevertheless, it has to be noticed that the sequential heuristics and more pre-

cisely the SS and SI heuristics, give signi�cantly better solution for the problems

of the clusters pattern, than all other heuristics, the PI heuristic excluded. Sequ-

ential heuristics are appropriate for making routes with stops of more than one

cluster. For the cones pattern, the groups of stops are less separated. Although
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the GA heuristic gives better solutions for the problems of this pattern, it is not

signi�cantly better than the SI, SS and SW heuristic.

The GA and PI heuristics give good solutions for the others patterns.

Spreading patterns. The results for the four spreading patterns are more

or less comparable. The GA and PI heuristic give better solutions for all pat-

terns.

For the uniform pattern, the SW heuristic is not signi�cantly worse because

of its ability to keep the long routes well-separated.

The SI and PS heuristics are not signi�cantly worse than the GA and the PI

heuristic for the compressed pattern. The SI heuristics proved to give good

solutions for this pattern in all three test sets.

The problems of the 50 % central pattern are normally better solved with a

sequential heuristic due to its ability to minimize the number of links between

central and peripheral stops. In the case of test set G3, however, this ability

becomes irrelevant because of the limited number of routes. Consequently, the

better solutions for this pattern are obtained with the GA heuristic, but the

solutions of the PI and SS heuristic are not signi�cantly worse.

As far as the concentric pattern is concerned, the results are in correspon-

dence with those of the previous two test sets. This implies that no segregation

can be made between sequential and non-sequential heuristics, and that the

number of signi�cant di�erences between heuristics is rather limited due to the

compression of stops within a narrow area.

Table 3.3 summarizes the relative performances of the eleven initial heu-

ristics for the principal geographical pattern categories of test set G3.

With respect to the computing times, we can observe that they are substan-

tially longer than those of test sets G1 and G2. The increase is more than linear.

The time required for the GS, TP and SW heuristics is much longer than for

the other heuristics. For the SW heuristic, Gillet and Miller (1974) noticed that

the computing time grows quadratically with the number of stops in a route,

the total number of stops remaining equal.

Again, the GA heuristic requires the least computing time.

To conclude the heuristic analyses for test sets G1, G2 and G3 the most

important observations are gathered.

The relative behavior of the eleven heuristics is a�ected by the geograp-

hic structure of the problem as well as by changes in the vehicle-related side-

constraints. Some clear tendencies can be observed.

A major shift can be observed if the average number of stops per route chan-

ges. For a maximum of �ve stops per route the sequential heuristics dominate.

If the number of stops per route increases, the non-sequential heuristics tend to
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - - - - - - - - -

PN - - - - - - - - -+ -

SS - - ++ ++ - - + +

PS -+ - - - + -+ +
GS - - - - - - - - - -

SI - + + -+ -+ +

PI ++ + ++ ++ + ++

PAI - - - - - -+ - - + -

GA ++ -+ ++ ++ -+ ++

TP -+ - - - ++ - - - -

SW ++ - ++ ++ - - -

Table 3.3: Summary of the relative performances of the 11 heuristics for test

set G3 (q = 10; Q = 200). Symbols: "++": very good; "+": good; "-+":

moderate, "-": bad, "- -": very bad.

generate better solutions due to their ability to keep the routes separated. This

is also the reason why non-sequential heuristics give better results for problems

with a rather homogeneous spread of stops.

The more the depot is decentralized, the better the sequential heuristics

perform in comparison to the non-sequential heuristics. With the sequential

heuristics, good solutions are also obtained for the 50 % central pattern due to

their ability to limit the number of links between central and peripheral stops.

In addition, good solutions for problems with clustered stops are mostly obtai-

ned with sequential heuristics.

By considering each heuristic separately, the following observations can be

made.

The SN heuristic o�ers satisfactory results for the 50 % central pattern and

for problem with clustered stops, where each cluster can be served by exactly

one vehicle. However, the e�ect of the pathological problems must be taken into

account while considering the performances of the SN and PN heuristic. The

latter heuristic is characterised by overall bad solutions.

In general, the solutions obtained with the GS heuristic are also poor. The

GS heuristic is very bad for problems with a solution containing very few, and

particularly an odd number of stops per route (G2).

The SS heuristic is a typical sequential heuristic, in so far that its results are

excellent for problems with a su�ciently small number of stops per route, for

problems with a decentralized depot, for problems with clustered stops and/or

for problems with a mix of central and peripheral stops.
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The SI heuristics performs at least as good as the SS heuristic for the above-

mentioned problems. The results of both heuristics are poor for problems with

a large number of stops per route (test set G3). For these kinds of problems the

GA and PI heuristics stand out. The GA heuristic also outperforms all heuristics

for the problems of set G1. Additionally, this heuristic is very attractive due to

its extremely short computing time.

The PS, PAI and TP are moderate, in so far that there are no particular

problems for which these heuristics are excellent or really bad. However, the

PS heuristic produces good solutions for problems with a homogeneous spread

of stops.

Finally, the SW heuristic gives excellent results for problems with a large

number of stops per route. Due to the depot-dependent nature of the heu-

ristic, good results are obtained for problems for which the sweeping results in

meaningful routes.



Chapter 4

Analysis of the e�ect of

Customer-related

constraints

This chapter is dedicated to the analysis of the e�ect of two types of customer-

related side-constraints on the behavior of the eleven initial heuristics and their

parameters.

The �rst customer-related constraint is that of the mixed pick-up and de-

livery. In order to analyse the e�ect of mixed pick-ups and deliveries, a new

test set was created. This test set, called P1 by convention, was constructed by

using the 60 problems of test set G1 with q=10 and Q=100. Half the stops of

each problem of G1 were transformed to pick-up points. This implies that each

problem contains 50 pick-up and 50 delivery points. Each stop i 2 N nf0g has a
demand of qi = 10. A systematic rule was used for determining the pick-up and

delivery points among the stops. The rule alternates the pick-up and delivery

points for all 60 problems of the test set: Stop 1 in the �le of stops is a pick-up

point, stop 2 a delivery point, stop 3 a pick-up point, and so on...

All deliveries do not need to be done before pick-ups in a route; pick-ups can

be done between deliveries. Some applications require that all deliveries must

be performed before all the pick-ups in a route (see Thangiah et al. (1994),

Goetschalckx and Jacobs-Blecha (1986)).

Combining pick-ups and deliveries in a single route imposes a route-sequence

on the route. If a vehicle of Q = 100 is �lled to full capacity, then it can service

at most 10 pick-up and 10 delivery points in a single route. In that case the

�rst stop had to be a delivery point, while the last stop is obligatory a pick-up

point. Moreover, there are only a limited number of ways to combine pick-up

and delivery points in a feasible route-sequence.

53
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Preferably, the results of the analyses for test set P1 must be compared with

these of G3. Both test sets have solutions for their problems containing at least

�ve routes. Sometimes, comparisons with the results of test set G1 are appro-

priate too.

The second customer-related constraint is the heterogeneous demand of the

customers. For analyzing the e�ects of this constraint, a test set called P2 was

conceived. This test set is also based on test set G1. For each problem of

G1, the demand of q=10 units for the 100 stops was replaced by four di�erent

demands q=4, 8, 12 and 16 units. Consequently, four demand-groups of 25 stops

each resulted. The total demand for all stops remains 1000 units, which implies

that at least 10 vehicles are required. Therefore, comparing the results of the

analyses of test set P2 with these of test set G1 is appropriate.

The systematic rule used for assigning the heterogeneous demands to the stops

allocates sequentially the four di�erent demands of 4, 8, 12 and 16 to every set

of four successive stops in the �le of stops.

4.1 Parametric analyses for the test set P1

In the following, the results of the AID analysis for the problems of test set

P1 are presented for ten out of the eleven initial heuristics. The SW heuristic

contains no parameters and is as such not involved in the parametric analyses.

As in the previous test sets, a general remark concerns the pathological pro-

blems which are a threat for the internal validity of the experiments. Again,

problems with an important pathological e�ect are those which disturb the ini-

tialization criterion of the sequential route-building heuristics. Referring to the

problems of the test sets, the pathological ones are those with a concentric or a

50 % central spreading and a central depot (see appendix A).

These problems also a�ect the starting position of the sweep procedure of the

cone covering method (cfr. appendix B.1.2). If the largest di�erence between

the polar angles of two successive stops occurs between more than one pair of

stops, the �rst evaluated pair is selected. Nevertheless, the bias caused is almost

negligible.

The heuristic-speci�c pathological problems for test sets P1 and P2 are the same

as those for the previous three test sets because the pathological nature is only

due to the geographical characteristics of the problems.

4.1.1 Sequential Nearest Neighbor heuristic

The results of the AID analyses for the SN heuristic are somewhat biased due

to the large number of problems which are pathological for the nearest neighbor
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criterion. As mentioned previously, the sequential nature of the SN heuristic

keeps this bias limited.

For each problem 18 replications result from combining all parameter values.

The AID analyses give the following �ndings for the three parameters.

Initialization criterion (I). The results observed correspond entirely with

those observed for test set G3. Hence, the number of problems where signi�-

cant di�erences between the three values of I can be observed is too limited to

base conclusions on.

If only the value of I in the best solution is considered, without taking ac-

count of any signi�cance, a preference for the initialization with the stop farthest

from the depot and the initialization through merging the two nearest neighbors

is observed.

Frequency of initialization (P). The signi�cant e�ect of P is even less than

for test set G3 and G1. This could be caused by the route sequence imposed by

the mixed pick-up and delivery. The route sequence is more determined by the

order of pick-ups and deliveries than by the minimal travel time. Consequently,

the multiple initialization cannot guarantee well-separated routes anymore, as

it was the case for the previous three test sets.

If only the value of P in the best solution is considered, a dominance of the

multiple initialization procedure is observed.

Places to add stops (A). The behavior of this parameter is di�erent from

that observed for G1 and G3. For a number of problems, the addition of stops

at both ends of a route is signi�cantly better than only at the end of a route,

due to the mixed pick-ups and deliveries. This is the case, particularly for pro-

blems with a clusters pattern. For this pattern, two insertion places give more

certainty to have the stops of a cluster as much as possible in the same route.

For almost all problems, the addition of stops at both ends of a route yields

the best solution.

The addition of stops at both ends of a route partly relaxes the route-sequence

imposed by mixed pick-ups and deliveries.

These results show that mixed pick-ups and deliveries do have an e�ect on

the behavior of the parameters of the SN heuristic.

4.1.2 Parallel Nearest Neighbor heuristic

The numerous pathological problems containing a great number of nearest

neighbor pairs together with the limited number of 8 replications result in unre-

liable AID analyses. This can be considered as a threat for the internal validity

of the experiments.
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Simultaneous initialization procedure (S). The signi�cant e�ect of S on

the total travel time is very limited for the problems of test set P1. This has also

been observed for the problems of test set G3. A reason for this phenomenon

can be sought in the small number of routes which require only a few seeds.

Additionally, there is the e�ect of the insu�cient number of replications and

the high number of pathological problems.

These �ndings give no evidence on an e�ect of mixed pick-ups and deliveries on

the single parameter of the PN heuristic.

4.1.3 Sequential Savings heuristic

The exhaustive combination of the four parameters of the SS heuristic give rise

to 270 solutions per problem of test set P1.

Initialization criterion (I). As observed for test set G3, the e�ect of parame-

ter I is signi�cant for a substantial number of problems. For these problems, the

initialization with the stop closest to the depot yields signi�cantly worse results

than the initialization with the stop farthest from the depot and the initializa-

tion through merging the two unrouted greatest savings stops. The absence of

signi�cant di�erence between the initialization with the farthest stop from the

depot and the initialization through merging has been explained for the para-

metric analysis of the SS heuristic of the previous test sets (see section 3.1.3).

By considering only the value of I in the best solution, it is observed that

the initialization with the stop closest to the depot almost never gives the best

solution.

Frequency of initialization (P). The signi�cant e�ect of the initialization

criterion is meaningful if the multiple initialization procedure is used. The

results observed do not con�rm this interaction and are even more di�use in

comparison to those of test set G3. The fading of the signi�cant character of

the di�erence between the single and the multiple initialization is probably in-

duced by the mixed pick-ups and deliveries. The route-sequence imposed by the

pick-ups and deliveries prevails on the minimization of the travel time and the

shape of the routes. Consequently, the multiple initialization procedure cannot

guarantee better separated routes than the single initialization in these cases.

Places to add stops (A). The e�ect of mixed pick-ups and deliveries is per-

ceptible for this parameter. For a number of problems, the addition of stops at

both ends of the current route gives signi�cantly better solutions than only at

the end of that route. Particularly, this is the case for problems with a clusters

pattern. For this pattern, two insertion places o�er more certainty for having

the stops of a cluster in the same route.
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By considering only the value of A contained in the best solution, it can be

observed that the addition of stops at two ends of a route is clearly dominant.

The use of two insertion places instead of one partly relaxes the binding nature

of the route sequence imposed.

Savings criterion (C). The results observed for the parameter representing

the combinations of the weights of the savings criterion 2.3 are similar with

these of the three previous test sets.

The signi�cantly better values of C preserve the inequality �1 � �2 and

minimize or even neglect the weight �3. This implies that the savings value is

primarily de�ned in terms of proximity of the stops to be merged and secondary

in terms of remoteness from the depot.

Only on the individual problem level slight shifts can be observed among the

signi�cantly better values.

The �ndings for the SS heuristic demonstrate that there is an e�ect of mixed

pick-ups and deliveries on the behavior of some of its parameters, particularly

on that of the parameter representing the number of places to add stops to a

route.

4.1.4 Parallel Savings heuristic

The PS heuristic with its three parameters gives rise to 120 replications per

problem of test set P1.

Simultaneous initialization procedure (S). The behavior of parameter S is

not visibly a�ected by mixed pick-ups and deliveries. The results corresponds

entirely with these of test set G3.

The circle covering is signi�cantly worse for all but three speci�c types of

problems, described in section 3.1.4.

For most problems, the initialization through merging the two stops with

the greatest savings gives signi�cantly worse solutions. Probably, this initiali-

zation procedure reduces insu�ciently the number of routes for the problems

considered.

The values of S representing the cone covering can be found in the signi-

�cantly better values of S for all problems. Only the cone covering with the

lowest load fraction (0.05) gives signi�cantly worse results than those with the

other load fractions. The lowest load fraction tends to position the seeds too

close to the depot. This has a negative e�ect on the separation of routes.

Savings criterion (C). The signi�cance structure of the parameter represen-

ting the combinations of the weights of the savings criterion 2.3 corresponds to

that of all previous test sets.
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The e�ect of C is signi�cant for all problems. The signi�cantly better values

contain the combinations of the weights, which stress the importance of the

proximity of the stops to merge more than the remoteness of both stops from

the depot. In terms of weights, this can be expressed as �1 � �2 and minimizing

or even neglecting the weight �3.

These results demonstrate that the e�ect of mixed pick-ups and deliveries is

almost invisible on the parameters of the PS heuristic.

4.1.5 Generalized Savings heuristic

The 5 replications emerging from the single parameter of the GS heuristic make

the results of the AID analyses unreliable.

Generalized Savings criterion (P). The e�ect of parameter P, representing

the combinations of the weights �1 and �2 of the generalized savings crite-

rion 2.4, is only signi�cant for about one third of the test set problems.

This con�rms the thesis formulated for the previous test sets, saying that the

signi�cance of P increases with an increasing number of stops per route, due to

the larger number of mergers required.

The signi�cantly better values of P realize the merging by stressing the

minimization of the travel time of the resulting route instead of the maximization

of the sum of the travel times of the routes to be merged.

If only the value of P is considered for the best solution, it can be observed

that the combination �1 = �2 is dominant.

These �ndings permit us to conclude that there is no clear e�ect of mixed

pick-ups and deliveries on the behavior of the parameter of the GS heuristic.

4.1.6 Sequential Insertion heuristic

Combining the values of the three parameters of the SI heuristic results in 60

replications per problem of test set P1.

Initialization criterion (I). Di�erences between the initialization of the cur-

rent route with the stop closest to or farthest from the depot are signi�cant for

only a minority of problems of this test set. This has already been observed for

test set G3 and is probably a consequence of the reduced number of routes, and

hence, initializations required.

Insertion and selection criterion (M, L) . Parameters M and L repre-

sent the combination of weights of the combinations 2.5 and 2.6 of insertion
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and selection criterion. The results of the AID analyses of this test set con-

�rm entirely those of all previous test sets (see section 3.1.6). In general, the

signi�cantly better solutions are obtained by emphasizing the minimization of

the increase in travel time at least as much as the travel time between the two

successive stops i and i + 1 of the current route between which the unrouted

stop u could be inserted (�1 � �2).

The signi�cantly better combinations of the weights �1 and �2 of selection

criterion 2.5 favor the selection of the unrouted stop which causes the minimal

increase in travel time after the insertion rather than the stop at the largest

travel time from the depot, i.e. �1 � �2.

Selection criterion 2.6 is not signi�cantly worse for problems where stops are

grouped. For these problems, the selection of the stop nearest to the current

route is the stop whose insertion gives the minimal route time.

Minor shifts among these signi�cantly better values of insertion and selec-

tion criterion can only be observed on the individual problem level.

These �ndings suggest that there is hardly an e�ect of mixed pick-ups and

deliveries on the behavior of the parameters of the SI heuristic.

4.1.7 Parallel Insertion heuristic

Combining the three values of the parameters of the PI heuristic results in 210

replications for each problem of test set P1.

Parallel initialization procedure (S). The AID analyses reveal that the

behavior of the parameter representing the parallel initialization procedure is

similar to that of test set G3 and to that of the PS heuristic for this test set.

This implies that the circle covering is not signi�cantly worse for the three spe-

ci�c types of problems, described in section 3.1.7. As far as the cone covering

is concerned, the lowest load fraction (0.05) is also signi�cantly worse than the

other load fractions.

Insertion and selection criterion (M, L). Parameters M and L represent

the combination of weights of the combinations 2.5 and 2.6 of insertion and

selection criterion. The AID results observed are comparable to those of the PI

heuristic in the previous test sets (see section 3.1.7).

The better combinations of weights for the insertion criterion determine an

insertion place by emphasizing the minimization of the increase in travel time

more than the travel time between the two successive stops i and i + 1 of the

route between which the unrouted stop u could be inserted (�1 � �2).

The signi�cantly better combinations of the weights of selection criterion 2.5

result in the selection of the unrouted stop which is slightly more based on the
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minimal increase in travel time due to its insertion than on its remoteness from

the depot.

The speci�c e�ect of the selection criterion of combination 2.6 used with

the parallel heuristic is that routes are built proportionally. The stop whose

insertion in a route yields the minimal travel time of that route, is selected.

Consequently, stops in the proximity of a route are favored for selection.

Selection criterion 2.6 performs well for problems with grouped stops, like pro-

blems with a concentric pattern, where stops are compressed on a narrow area.

Further re�nements between the signi�cantly better combinations of weights

of insertion and selection criterion can only be observed on the individual pro-

blem level.

Based on these �ndings we can conclude that the behavior of the parameters

of the PI heuristic is not visibly a�ected by the mixed pick-ups and deliveries.

4.1.8 Parallel Assignment-based Insertion heuristic

The three parameters of the PAI heuristic give rise to 70 replications for each

problem of test sets P1.

Parallel initialization procedure (S). The behavior of the parameter re-

presenting the parallel initialization procedure is entirely similar to that of all

previous heuristics of this test set and to that of the PAI of test set G3 (see

section 3.1.8). The cone covering with all but the lowest load fraction (0.05) is

signi�cantly better than the circle covering on all but three types of problems,

described in section 3.1.4.

Assignment procedure (E, R). The results of the AID analyses for both

parameters E and R reveal an almost perfect parallelism with the correspon-

ding results for test set G3.

With respect to parameter E, which represents the combinations of the weights

of the assignment cost 2.10 of stop i to seed k, it can be observed that the signi-

�cantly worse combinations are those which only take account of the remoteness

of stop and seed from the depot, without considering the proximity of stop and

seed (�1 = 1; �2 = 0). For a number of problems, the proximity is at least as

important as the remoteness of stop and seed from the depot, i.e. �1 � �2 (see

section 3.1.8).

As far as the assignment procedure is concerned, the results of the AID ana-

lyses are insu�ciently clear to support a choice on an aggregate level between

an assignment based on the minimal regret function and a direct assignment.

However, on the basis of the results one might deduce that the assignment based

on the minimal regret function is preferred to the direct assignment if the geo-

graphical structure of the problem to be solved does not force the assignment
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of a stop to a dedicated seed.

The conclusion for the PAI heuristic is that the behavior of its parameters

does not seem to be really a�ected by mixed pick-ups and deliveries.

4.1.9 Generalized Assignment heuristic

Combining the four parameters of the GA heuristic gives rise to 120 di�erent

solutions for each problem of test set P1.

Parallel initialization procedure (S). The results of the AID analyses reveal

that the behavior of parameter S is conform with that of the GA heuristic for

test set G3 and with that of all heuristics requiring seed generation for this test

set. This means that the cone covering with all but the lowest load fraction is

signi�cantly better than the circle covering on all but the three types of pro-

blems, which were described in section 3.1.4.

Assignment procedure (E, R). As for test set G3, it can be stated that

the proximity of stop and seed is fundamental in computing the assignment

cost. For a number of problems, the proximity is at least as important as the

remoteness of stop and seed from the depot.

As far as the choice between the two approaches for solving the GAP is

concerned, no meaningful deductions can be drawn from the results of the AID

analyses. The number of problems for which the the two approaches yield sig-

ni�cantly di�erent solutions, is very small.

Seed nature (P). Only the cone covering can be used for the generation of

seeds which do not necessarily coincide with stops. Signi�cant di�erences bet-

ween the use of seed points and seed customers are only observed for only a

small number of problems. The characteristics of these problems do not permit

us to make meaningful deductions on a level higher than that of the individual

problem.

These results reveal no clear e�ect of combined pick-ups and deliveries on

the behavior of the parameters of the GA heuristic.

4.1.10 Two Phase heuristic

For each problem, 50 di�erent solutions are obtained by combining the values

of the three parameters of the TP heuristic.

Initialization criterion (I). The behavior of parameter I is similar to that

observed for test set G3 (see section 3.1.10). This implies that the initialization
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with the stop farthest from the depot yields signi�cantly better results, especi-

ally for problems with a homogeneous spread of stops.

Sequential selection criterion (G). Parameter G, representing the combi-

nations of the weights 
1 and 
2 of the sequential selection criterion 2.12, shows

a comparable behavior to that of all previous test sets. This implies that stops

are added to the current route on the basis of a criterion in which the proximity

of the unrouted stop j to the initialization stop i is at least as important as the

proximity of stop j to the depot (
1 � 
2).

Parallel selection criterion (L). The consistency in behavior with respect to

all previous test sets is also observed for parameter L, representing the combi-

nations of the weights �1 and �2 of the parallel selection criterion 2.13.

In general, the insertion of stop j into the route of initialization stop i gives

signi�cantly better solutions if the proximity of stop j to initialization stop i

is at least as important as the di�erence in remoteness of both stops from the

depot.

These results indicate the almost negligible e�ect of mixed pick-ups and de-

liveries on the behavior of the parameters of the TP heuristic.

4.1.11 Conclusions of the parametric analysis for test set

P1

Referring to the two groups of parameters distinguished for the previous three

test sets (see section 3.1.11), the �ndings of the parametric analysis can be sum-

marized as follows.

The �rst group of parameters is hardly a�ected by mixed pick-ups and deli-

veries. The signi�cant e�ect of all these parameters as well as their signi�cantly

better values remain una�ected in comparison to all previous test sets.

The behavior of almost all parameters of the second group remain more

or less invariant in comparison to those of test set G3. An exception is the

parameter representing the number of places for adding stops, belonging to the

SN and the SS heuristic.

4.2 Heuristic analysis for test set P1

All problems. The results of the comparison for the problems of test set

P1 reveal that there is no real dominant heuristic for all problems. The GA
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heuristics gives the better solutions, but these are only signi�cantly better than

the solutions of the GS, PAI, SW, SN and PN heuristics.

The fading of signi�cant di�erences between heuristics is due to the route

sequence imposed by the combined pick-ups and deliveries. The route sequence

partly decreases the liberty of each heuristic to build its routes. Webb (1972)

shares the same opinion by stating that the di�erences between the solution of

heuristics tend to fade away if the side-constraints become harder because less

space for variation remains.

Depot location. In correspondence with observations of previous test sets

it has been observed that the more decentralized the position of the depot,

the better the performance of the sequential heuristics relative to that of the

non-sequential heuristics. For the central and inside pattern, approximately the

same results as those for the test with all problems are obtained (cfr. supra).

The TP heuristic gives the better solutions for the depot outside, but is not

signi�cantly better than the SI, SS and GA heuristics for this pattern.

Grouping patterns. As mentioned previously, the results for the distinct

grouping patterns are more di�cult to interpret in comparison with those of

the spreading patterns.

As for the entire test set, no dominant heuristic can be observed for the

grouping patterns. Several heuristics generate good solutions for most of these

problems.

For the clusters pattern, no signi�cant di�erences are observed at all.

Spreading patterns. The absence of dominant heuristics is con�rmed by the

results of the tests for the four spreading patterns. The good performances of

the non-sequential heuristics for problems with a homogeneous spread of stops

are only con�rmed by the results of the uniform pattern. For this pattern, the

signi�cantly better solutions are obtained with the GA, PI, SW heuristic as well

as with the PS heuristic.

As far as the compressed pattern is concerned, the sequential heuristics give

no signi�cantly worse solutions than the non-sequential heuristics.

For the 50% central pattern, no signi�cant di�erences are observed between

the heuristics. The ability of sequential heuristic to minimize the links between

central and peripheral stops becomes irrelevant due to the reduced number of

routes.

For the concentric pattern, no clear di�erence can be made between sequen-

tial and non-sequential heuristics. The better solutions are obtained with the

SS heuristics. Only the solutions of the SI and PI heuristics are not signi�cantly

worse.

Table 4.1 gives a summary of the relative performances of the eleven initial

heuristics for the principal geographical pattern categories in the case of mixed
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - -+ - - - - - - -

PN - - -+ - - - - - - - -

SS - + + -+ + +

PS + + -+ -+ -+ -
GS - + -+ -+ + -

SI - -+ -+ + -+ +

PI ++ -+ - -+ -+ -+

PAI - -+ - - - - + -+

GA ++ + + + -+ -+

TP + -+ - ++ + -+

SW ++ -+ - - -+ - - - -

Table 4.1: Summary of the relative performances of the 11 heuristics for test

set P1 (mixed pick-ups and deliveries). Symbols: "++": very good; "+": good;

"-+": moderate, "-": bad, "- -": very bad.

pick-ups and deliveries. This table re
ects the absence of really dominant heu-

ristics very well.

With respect to the computing times, we can observe that their magnitude is

comparable to these of test set G3, but slightly shorter. The long time required

is due to the large number of stops per route. As expected, the CPU-times of the

GS, TP and SW heuristics remain much longer than that of the other heuristics.

In summary, mixed pick-ups and deliveries seems to a�ect more the relative

behavior of the heuristics than the behavior of the parameters.

The most important conclusion is that the route sequence imposed by the

mixed pick-ups and deliveries tends to fade the di�erences between heuristics.

Exceptions are the SN and PN heuristics which remain signi�cantly worse than

the other heuristics, to some extent due to the large number of pathological

problems for these heuristics.

Another important �nding is the absence of one or more dominant heuristics.

The latitude of heuristics in building the routes is to a large extent suppressed

by the route sequence imposed.

4.3 Parametric analysis for the test set P2

In the following, the results of the AID analyses of the problems of test set

P2 are described for the ten initial heuristics separately. The SW heuristic is
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excluded of these analyses due to the absence of parameters.

Again, the same pathological problems as detected in the previous test sets

remain a threat for the internal validity of the experiments. It concerns mainly

the problems which disturb the initialization criterion of the sequential route-

building heuristics. Referring to the problems of the basic test set, the patholo-

gical ones are those with a concentric or a 50 % central spreading pattern, both

with a central depot (see appendix A).

These problems also a�ect the starting position of the sweep procedure of the

cone covering method (cfr. appendix B.1.2). If the largest di�erence between

the polar angles of two successive stops occurs between more than one pair of

stops, the �rst evaluated pair is selected. Nevertheless, the bias caused is almost

negligible.

The heuristic-speci�c pathological problems for this test sets are the same

as those for the previous test sets.

4.3.1 Sequential Nearest Neighbor heuristic

Combining the values of the parameters of the SN heuristic gives a total of 18

solutions for per problem.

Initialization criterion (I). The results observed are similar to those obser-

ved for test set G1. Hence, the number of problems where signi�cant di�erences

between the three values of I can be observed is too limited to draw any con-

clusion.

If only the value of I is considered in the best solution, without taking

account of any signi�cance, the dominance of the initialization with the stop

farthest from the depot is observed.

Frequency of initialization (P). The results for parameter P are more enun-

ciated than they were for test set G1.

The multiple initialization is signi�cantly better than the single initialization for

more than half of the problems, especially for the problems with a homogeneous

spread of stops.

If only the value of P in the best solution is considered, a clear dominance

of the multiple initialization is observed.

The multiple initialization guarantees better separated routes. Each new

route is started by means of the initialization criterion and hence, the interac-

tion with the initialization criterion I is more meaningful in this situation. The

single initialization,on the contrary, starts a new route approximately at the

place where the previous route has been terminated.

Places to add stops (A). No signi�cant di�erence can be observed between
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the addition of stops at the end or at both ends of the current route. This

corresponds with the �ndings for parameter A for test set G1.

The heterogeneous demand causes minor shifts in the signi�cance structure

of the parameters in comparison with the homogeneous demand. However, a

clearer behavior of the parameters of the SN heuristic is observed throughout

the test set.

4.3.2 Parallel Nearest Neighbor heuristic

The AID analyses for the PN heuristic are relatively unreliable due to the nu-

merous pathological problems with a great number of nearest neighbor pairs in

combination with the limited number of 8 replications per problem.

Simultaneous initialization procedure (S). The results of the AID analyses

for this parameter are comparable to those of test set G1 (see section 3.1.2).

For the problems of the clusters pattern, no signi�cant di�erences between

the initialization procedures are observed.

In general, the circle covering with selection of circles with ascending radius as

well as the initialization procedure through merging the nearest neighbors are

signi�cantly worse than the cone covering, respectively due to an overestimation

of the seeds and to the pathological problems.

The circle covering with selection of circle with descending radius is not sig-

ni�cantly worse for some problems with a depot among the stops and for stops

compressed within a narrow area. In these cases, the number of seeds does not

tend to be overestimated.

No visible e�ect is induced by the heterogeneous demand on the behavior of

the parameter the PN heuristic.

4.3.3 Sequential Savings heuristic

The exhaustive combination of the four parameters of the SS heuristic gives rise

to 270 solutions per problem for test set P2.

Initialization criterion (I). For most problems, the initialization with the

closest stop to the depot yields signi�cantly worse solutions than the initializa-

tion with the farthest stop from the depot and the initialization through merging

the pair of stops giving the greatest savings.

The di�erence between the initialization with the farthest stop from the depot

and the initialization through merging the greatest savings stops is seldom sig-

ni�cant. This is due to the fact that the highest savings values are most often
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obtained by merging two stops close to each other, but far from the depot.

This reinforces the tendency already observed for the problems of test set G1.

Frequency of initialization (P). The analyses reveal that the multiple ini-

tialization is signi�cantly better than the single initialization for every �ve out

of six problems. The multiple initialization combined with the two signi�cantly

better values for the initialization criterion I (cfr. supra) provide a guarantee

for well-separated routes.

These results are also more emphasized than these of test set G1.

Places to add stops (A). The di�erence between the addition of stops at

one end or at both ends of the current route is for most problems insigni�cant.

This con�rms the �ndings of test set G1.

Savings criterion (C). The results for the parameter representing the combi-

nations of the weights of the savings criterion 2.3 are similar with those of all

previous test sets.

The signi�cantly better values of C preserve the inequality �1 � �2 and

minimize or even neglect the weight �3. Hence, the savings value is primarily

de�ned in terms of proximity of the stops to be merged and secondary in terms

of remoteness of the stops from the depot.

Only on the individual problem level slight shifts can be observed among the

signi�cantly better values.

The e�ect of the heterogeneous demand causes a clearer behavior of the pa-

rameters of the SS heuristic compared with that of test set G1.

4.3.4 Parallel Savings heuristic

The PS heuristic with its three parameters give rise to 120 replications per pro-

blem of test set P2.

Simultaneous initialization procedure (S). The results for the parameter

representing the parallel route initialization procedure show conformity with the

results of test set G1.

The signi�cantly better results are obtained with the cone covering. For

problems with a homogeneous spread of stops, the cone covering with the lo-

west load fraction (0.05) gives signi�cantly worse solutions than the other load

fractions because the seeds are positioned too close to the depot. This hinders

the formation of well-separated routes.

For the same problems the traditional initialization method without seeds gives

no signi�cantly worse solutions. Moreover, the best solutions for these problems

are most often obtained with the initialization procedure without seeds.
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The circle covering gives no signi�cantly worse solutions for the problems of

the same three speci�c types de�ned for test set G1 (see section 3.1.4).

Savings criterion (C). The signi�cance structure of the parameter represen-

ting the combinations of the weights of the savings criterion 2.3 is comparable

to that of all previous test sets. The e�ect of C is signi�cant for all problems.

The signi�cantly better values of C contain the combinations of the weights,

which stress the importance of the proximity of the stops to merge more than

the remoteness of both stops from the depot. In terms of weights, this can be

expressed as �1 � �2 and minimizing or even neglecting the weight �3.

These results demonstrate that the heterogeneous demand has no clearly

visible e�ect on the behavior of the parameters of the PS heuristic.

4.3.5 Generalized Savings heuristic

The AID analyses for the GS heuristic are unreliable due to the restricted num-

ber of 5 replications per problem for test set P2.

Generalized Savings criterion (P). The e�ect of parameter P, represen-

ting the combinations of the weights �1 and �2 of the generalized savings cri-

terion 2.4, is insigni�cant for all problems. Besides the moderate number of

mergers required, the limited number of replications can be cited as a possible

reason for this phenomenon.

If only the value of P in the best solution is considered, it can be observed

that the combination �1 = �2 is absolutely dominant.

These �ndings give evidence that the heterogeneous demand has no clear

e�ect on the behavior of the parameter of the GS heuristic.

4.3.6 Sequential Insertion heuristic

Combining the values of the three parameters of the SI heuristic results in 60

replications per problem of test set P2.

Initialization criterion (I). The di�erence between the initialization of the

current route with the stop closest to or farthest from the depot is signi�cant

for only a minority of problems. These problems mainly have a homogeneous

spread of stops. For these problems the initialization with the stop farthest

from the depot gives signi�cantly better solutions.

If only the value of I in the best solution is considered, a dominance of the

initialization with the stop farthest from the depot can be observed.
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The same �ndings for this parameter has been made for test set G1 (see

section 3.1.6).

Insertion and selection criterion (M, L). Parameters M and L represent

the combination of weights of the combinations 2.5 and 2.6 of insertion and

selection criterion.

The results of the AID analyses of this test set correspond to a great extent

with those in all previous test sets (see section 3.1.6).

In general, the signi�cantly worse solutions are obtained with an insertion cri-

terion which determines an insertion place as the place between the two most

distant successive stops of the current route, without taking account of the

minimization of the increase in travel time due to the insertion.

As far as selection criterion 2.5 is concerned, the signi�cantly better combi-

nations of its weights �1 and �2 favor the selection of the unrouted stop which

causes the minimal increase in travel time after insertion rather than the stop

at the largest travel time from the depot.

Selection criterion 2.6 is not signi�cantly worse for problems where stops are

grouped. For these problems, the selection of the stop nearest to the current

route is the stop whose insertion results in the minimal route time.

Minor shifts among these signi�cantly better values of the weight combina-

tions of insertion and selection criteria can only be observed on the individual

problem level.

These results do not prove a clear e�ect of the heterogeneous demand on the

behavior of the parameters of the SI heuristic.

4.3.7 Parallel Insertion heuristic

Combining the three parameters of the PI heuristic results in 210 replications

for each problem of test set P2.

Parallel initialization procedure (S). The AID analyses reveal that the

behavior of the parallel route initialization procedure is similar to that of test

set G1.

The cone covering yields signi�cantly better solutions than the circle cove-

ring for all but three speci�c types of problems, described in section 3.1.7.

For the problems with a homogeneous spread of stops, the cone covering with

the lowest load fraction (0.05) most often gives signi�cantly worse solutions be-

cause stops are positioned too close to the depot.

Insertion and selection criterion (M, L) . Parameters M and L represent

the combinations of weights of the combinations 2.5 and 2.6 of the insertion and

selection criterion. The AID results are comparable to those of the PI heuristic
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in the previous test sets (see section 3.1.7).

The signi�cantly worse solutions are obtained with an insertion criterion

which determines an insertion place as the place between the most distant suc-

cessive stops of a route, without taking account of the increase in travel time

due to the insertion.

Concerning selection criteria 2.5, the signi�cantly better combinations of

its weights �1 and �2 favor the selection of the unrouted stop which primarily

causes the minimal increase in travel time and secondary lies at the maximal

travel time from the depot.

Selection criterion 2.6 is not signi�cantly worse for problems where stops are

grouped. Used with the PI heuristic, this criterion provides a proportional

growth of the parallel routes.

Minor shifts among these signi�cantly better values of insertion and selec-

tion criteria can only be observed on the individual problem level.

Based on these �ndings we can conclude that the behavior of the parameters

of the PI heuristic is hardly a�ected by the heterogeneous demand in compari-

son to the homogeneous demand.

4.3.8 Parallel Assignment-based Insertion heuristic

The three parameters of the PAI heuristic give rise to 210 replications for each

problem of test sets P2. The higher number of replications for a problem of this

test set in comparison to that for a problem of the previous test sets is due to

parameter R which allows to take account of a heterogeneous demand pattern

in the case of the direct assignment procedure.

Parallel initialization procedure (S). The behavior of the parallel initia-

lization procedure corresponds entirely with that of PI heuristic of this test set

and with that of the PAI heuristics of the previous test sets (see section 3.1.8).

The cone covering is signi�cantly better than the circle covering on all but

the three previously mentioned types of problems.

The cone covering with the lowest load fraction (0.05) is for most problems

signi�cantly worse than the other load fractions because the stops are positio-

ned too close to the depot. This hinders the formation of well-separated of the

routes.

Assignment procedure (E, R). As far as parameter E, representing the

combinations of the weights �1 and �2 of the assignment cost 2.10 of stop i to

seed k, is concerned, it is observed that the signi�cantly better values for most

problems are obtained with the combinations �1 � �2. This implies that the

proximity of stop and seed is at least as important as the remoteness of stop
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and seed from the depot. These �ndings correspond with those observed in all

previous test sets.

With respect to the assignment procedure, it is observed that the direct

assignment procedure with assignment cost 2.11 gives signi�cantly worse results

if only the magnitude of the customer demand is taken into account (�1 = 0). In

this case, stops are not assigned based on the increase in travel time caused by

the insertion. The results obtained demonstrate that the heterogeneity of the

demand is insu�cient to be taken into account for realizing a better assignment

of stops to seeds. The direct assignment only based on the customer demand

is never signi�cantly better than the direct assignment only with assignment

cost 2.10 or than the assignment based on the minimal regret function.

Again, on the basis of the results one might deduce that the assignment

based on the minimal regret function is preferred to the direct assignment if the

geographical structure of the problem to be solved does not force the assignment

of a stop to a dedicated seed.

The results show that the heterogeneous demand is not su�ciently hetero-

geneous to a�ect substantially the behavior of the parameters of the assignment

procedure of the PAI heuristic.

4.3.9 Generalized Assignment heuristic

The GA heuristic is also equipped with a demand-sensitive assignment proce-

dure, as the PAI heuristic. Consequently, 360 solutions are obtained for each

problem of test set P2 by combining the four parameters of the GA heuristic.

Parallel initialization procedure (S). The results of the AID analyses reveal

that the cone covering is signi�cantly better than the circle covering, except for

some problems with well-separated groups of stops. The circle covering was

specially designed for such problems.

Again, the cone covering with the lowest load fraction (0.05) is most often sig-

ni�cantly worse than the other load fractions.

The explicit dominance of the cone covering could be explained by the fact

that for the cone covering seeds must not necessarly coincide with the locations

of the stops.

Assignment procedure (E, R). As far as the assignment cost 2.10 is concer-

ned, the signi�cantly better combinations of the weights �1 and �2 are conform

with those of the previous test sets. This means that the proximity of stop and

seed is fundamental in computing the assignment cost. For a number of pro-

blems (see section 3.1.9), the proximity is at least as important as the remoteness

of stop and seed from the depot (�1 � �2).

As for the PAI heuristic, it can be observed that the direct assignment of
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stops to seeds only based on their demand gives signi�cantly worse results (�1 =

0 in assignment cost 2.11). Nevertheless, taking the demand into account beside

measures of proximity in the assignment cost for the direct assignment does not

give signi�cantly worse results than the assignment based on the minimal regret

function or the direct assignment with assignment cost 2.10 for most problems.

Again, the results do not permit us to make meaningful deductions for the

assignment procedure to be used. However, one cannot reject the thesis that

the assignment based on the minimal regret function is preferred to the direct

assignment if the geographical structure of the problem to be solved does not

force the assignment of a stop to a dedicated seed.

Seed nature (P). Only the cone covering allows the generation of seeds which

do not necessarly coincide with stops. Di�erences obtained with seed points or

seed customers are seldom signi�cant. The results do not permit us to make

meaningful deductions on a level higher than that of the individual problem.

In comparison with the results of test set G1 one might conclude that the

e�ect of the heterogeneous demand on the behavior of the parameter of the GA

heuristic is limited.

4.3.10 Two Phase heuristic

For each problem, 50 di�erent solutions are obtained by combining the values

of the three parameters.

Initialization criterion (I). For about half the problems, the di�erence bet-

ween the initialization with the stop farthest from the depot and the stop closest

to the depot gives signi�cantly di�erent solutions. The initialization with the

stop farthest from the depot gives the signi�cantly better solutions for these

problems. However, these problems do not seem to have clear common charac-

teristics.

By considering only the value of I in the best solution, the dominance of the

initialization with the stop farthest from the depot can be observed.

These results tend to be more explicit than those of test set G1.

Sequential selection criterion (G). Parameter G, representing the combi-

nations of the weights 
1 and 
2 of the sequential selection criterion 2.12, shows

a comparable behavior to that of all previous test sets. This implies that stops

are added to the current route based on the criterion in which the proximity of

the unrouted stop j to the initialization stop i is at least as important as the

proximity of stop j to the depot (
1 � 
2).
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Parallel selection criterion (L). The consistency of behavior with respect

to all previous test sets is also observed for parameter L, representing the com-

binations of the weights �1 and �2 of the parallel selection criterion 2.13.

In general, the insertion of stop j into the route of initialization stop i gives

signi�cantly better solutions if the proximity of stop and initialization stop is

at least as important as the di�erence in remoteness of both from the depot.

As far as the TP heuristic is concerned, these results give evidence on the

consistency of behavior of its parameters and particularly those representing the

weights of both selection criteria.

4.3.11 Conclusions of the parametric analysis for test set

P2

The results of the parametric analysis for test set P2 can be summarized ac-

cording to the two groups of parameters distinguished previously (see sec-

tion 3.1.11).

The �rst group of parameters with consistent behavior is hardly a�ected

by the heterogeneous demand. The signi�cant e�ect of all these parameters as

well as their signi�cantly better values remain for the greater part invariant in

comparison to all previous test sets.

The parameters of the second group are subjected to some shifts in compa-

rison to their behavior for test set G1.

The signi�cant e�ect of the sequential initialization criterion for the SN, SS,

SI and TP heuristics becomes more explicit for this test set. The initialization

with the stop farthest from the depot gives signi�cantly better solutions for the

majority of problems. For the SN and SS heuristics, the multiple initialization

procedure dominates signi�cantly the single initialization.

The experiments with a demand-sensitive assignment procedure for the PAI

and GA heuristics showed that such an assignment procedure is probably more

appropriate for problems with a higher degree of demand heterogeneity.

All together we may state that the behavior of the parameters of the second

group is not severely a�ected by a heterogeneous demand in comparison to a

homogeneous one.

4.4 Heuristic analysis for test set P2

All problems. The results of the comparison of the eleven initial heuristics for

the problems of test set P2 reveal that there is no real dominant heuristic for

all problems. The SS gives the better solutions, but the solutions of the PS, SI,
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GA and TP heuristic are not signi�cantly worse.

Both, the PN and SN heuristic give signi�cantly worse results than almost all

other heuristics, to some extent due to e�ect of the pathological problems.

By comparing these results with those of test set G1 one can see that the do-

minance of the GA heuristic has faded away. A reason for this can be sought in

the heterogeneous demand which hinders the formation of well separated groups

of ten stops. Consequently, the heuristics requiring the generation of seeds or

even the SW heuristic tend to perform less good for this test set.

In general, the latitude of building the routes is slightly decreased by the hete-

rogeneous demand constraint.

Depot location. The tendency observed for the three depot patterns is even

more explicit compared to that of test set G1.

The non-sequential heuristic give the better results for the central depot.

The more the depot moves away from the central position, the better the per-

formances of the sequential heuristics become. For the depot outside the SI and

SS heuristics give signi�cantly better solutions than all other heuristics.

Grouping patterns. As mentioned previously, the results for the distinct

grouping patterns are more di�cult to interpret in comparison to those of the

spreading patterns.

As for the entire test set, no dominant heuristic can be observed for the grou-

ping patterns. Several heuristics give good solutions for the various patterns.

Spreading patterns. The two patterns with a homogeneous spread of stops

di�er somewhat. For the uniform pattern, the PS as well as the GA heuristic

give signi�cantly better results than all other heuristics. These heuristics have

the ability to keep the routes well-separated. These results con�rm once more

the good performance of the savings criterion for this pattern.

For the compressed pattern, the better solutions are obtained with the PS

and TP heuristics. The solutions of the SS, SI and GA heuristics are not signi-

�cantly worse. These results show that the di�erences for this pattern are not

polarized around sequential and non-sequential heuristics.

The SS heuristic gives signi�cantly better solutions than these of all other

heuristics for the concentric pattern.

The sequential heuristics, in particular the SI and SS heuristic give signi�-

cantly better solutions for the problems of the 50% central pattern than all other

heuristics, with exception of the PS heuristic. The good performances of the

sequential heuristics for this pattern are explained by their ability to minimize

the links between central and peripheral stops.

Table 4.2 gives a summary of the relative performances of the eleven initial

heuristics for the principal geographical pattern categories of test set P2.
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - - - - - - -+ -+

PN - - - - - - - - - - - -

SS - + ++ ++ + ++

PS ++ + - ++ -+ -+
GS - - - - - - -+ - - - -

SI - -+ -+ ++ ++ ++

PI + + -+ -+ -+ -

PAI - - -+ - - - + -

GA + + ++ + ++ -+

TP ++ -+ -+ ++ - -+

SW + - - + -+ - - - -

Table 4.2: Summary of the relative performances of the 11 heuristics for test

set P2 (heterogeneous demand). Symbols: "++": very good; "+": good; "-+":

moderate, "-": bad, "- -": very bad.

With respect to the computing times of the heuristics for test set P2, we

can observe that they are comparable to these of test set G1. As expected, the

computing times of the GS, TP and SW heuristics surpass largely that of the

other heuristics. The CPU-time of the GA heuristic remains the shortest.

To conclude the heuristic analysis of test set P2, it can be stated that the

heterogeneous demand partly suppresses the dominance of the GA heuristic,

compared to test set G1. No single signi�cantly better heuristic can be distin-

guished anymore.

Nevertheless, some tendencies observed for G1 are preserved, like the good per-

formances of the non-sequential heuristics for problems with a homogeneous

spread of stops or the good performances of the sequential heuristics for a de-

centralized depot or a 50% central pattern.



Chapter 5

Analysis of the e�ect of

time-related constraints

This chapter is dedicated to the analysis of the e�ect of time-windows on the

behavior of the initial heuristics and their parameters. In order to realize this

analysis, two test sets with time-windows were generated.

The �rst test set, called T1 by convention, is used to test the e�ect of ho-

mogeneous time-windows. Test set T1 is built by de�ning a time-window of 60

minutes for all customers of all problems of test set G1 (q = 10; Q = 100). The

opening and closing time of the time-window of each customer are equal. If ei
denotes the opening time and li the closing time of a stop i 2 N n f0g, then the

time-window for stop i is de�ned by [ei; li] = [0; 60]. No binding time-window

is associated with the depot.

Adding the time-window constraint to the mathematical programming formula-

tion of section 1.2 requires the de�nition of some additional variables. The end

of service time (departure time) at stop i, di, is de�ned as the sum of the time

to begin service, bi and the actual service time si at stop i: di = bi + si. For

both test sets, the actual service time for a stop i is considered to be inexistent,

si = 0 and thus is di = bi. The time-window constraints can be formulated as:

xijk = 1! di + tijk � dj i; j = 0; :::; n

0 � di � 60 i = 1; :::; n

In the second test set, T2, two time-windows of 30 minutes each are associa-

ted with each customer of test set G1 (q = 10; Q = 100). The two time-windows

are separated by a closing time of 20 minutes. The opening and closing times

of both time-windows are equal for all stops.

For each stop i 2 N n f0g, two time-windows [e1i; l1i] = [0; 30] and [e2i; l2i] =

76
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[50; 80] are de�ned. The formulation is:

xijk = 1! di + tijk � dj i; j = 0; :::; n

0 � di � 80 i = 1; :::; n

The departure time for the vehicles is adapted to the opening time of the

�rst stop in the route. Consequently, waiting time can only occur for the pro-

blems of test set T2.

A general remark concerns the binding e�ect of time-windows. Homogene-

ous time-windows do not induce the same homogeneous e�ect as a homogeneous

demand, for example. The binding character of a time-window depends heavily

on the location of the customer. Consequently, time-windows do not have the

same e�ect on all problems of the test sets T1 and T2. Therefore, the values

de�ning the time-windows of both sets were determined in such a way that for

the majority of problems the constraints imposed by the time-windows would

dominate those imposed by the vehicle capacity.

5.1 Parametric analysis for test sets T1 and T2

The results of the parametric analysis by means of the AID technique are dis-

cussed simultaneously for both test sets.

As in all previous test sets, the pathological problems can be considered as

a threat for the internal validity of some results. The pathological problems are

the same as in all previous test sets.

Another remark applies exclusively to the heuristics requiring the generation

of seeds. It can happen that, due to very hard time-windows, the number of

seeds is insu�cient for allocating all stops to a route. The remaining unrouted

stops are handled by the post-processor (see appendix B.3), which tries to insert

each unrouted stop in an existing route or, if not possible, in a new route.

It is obvious that solutions requiring a large number of stops to be rerouted

are partly biased. Consequently, it cannot be excluded that the results of the

parametric analyses for the PN, PS, PI, PAI and GA heuristics are perturbed

for the problems with hard time-windows.

5.1.1 Sequential Nearest Neighbor heuristic

For time-window problems, a time-oriented nearest neighbor criterion can be

used with the SN heuristic. Therefore, a parameter is added to the three other
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parameters of the SN heuristic. As a result the number of solutions rises to 144

per problem of test sets T1 and T2. The time-oriented nearest neighbor can

only be used when stops are added at the end of the current route.

Initialization criterion (I). The e�ect of the initialization criterion is signi�-

cant for almost all problems of both test sets. The signi�cantly worse solutions

are obtained by initializing the current route with the stop closest to the depot.

Exceptions are some problems of the concentric and the 50 % central pattern,

inherent in the particular spread of their stops.

The signi�cantly better solutions are obtained primarily by initializing the

current route with the stop farthest from the depot and secondary through

merging the two nearest neighbors. Both initialization procedures prevent that

stops at high travel time from the depot have to be serviced by a separate route

afterwards. This can happen when the current route is initialized with the stop

closest to the depot. The vehicle of the current route could then arrive too late

for servicing the stops at high travel times from the depot.

The implementations of a time-oriented SN heuristic by Solomon (1987) and

Baker and Scha�er (1986) for heterogeneous time-windows used the initializa-

tion with the stop closest to the depot. They also used the criterion of nearest

neighbor for initializing purposes.

Frequency of initialization (P). The e�ect of parameter P is signi�cant

for more than half of the problems. The multiple initialization procedure yields

signi�cantly better solutions for these problems. Moreover, for most of these

problems the meaningful interaction with the signi�cant e�ect of the initializa-

tion criterion can be observed.

For some problems, the single initialization is signi�cantly better or no sig-

ni�cant e�ect of P can be observed at all. This could be explained by the

observation that the use of the multiple initialization tends to leave some stops

between routes unrouted because a new current route is not necessarily star-

ted where the previous one was terminated. These stops have to be serviced

in a separate route afterwards, which deteriorates the quality of the solution.

For instance, the problems of the 50% clusters pattern are vulnerable to this

phenomenon.

If only the value of P in the best solution is considered, a dominance of the

multiple initialization is observed.

Places to add stops (A). No signi�cant di�erences are observed between

the solutions obtained with the addition of stops at the end or at both ends of

the current route. As a secondary e�ect, this can be interpreted as an indica-

tion of the fact that the simple and the time-oriented nearest neighbor criterion

do not di�er signi�cantly because the time-oriented criterion can only be used

when stops are added at the end of the current route.
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Time-oriented nearest neighbor criterion (C). Parameter C represents

the combinations of the weights �1, �2 and �3 of criterion 2.2. It is observed

that the simple nearest neighbor is almost never signi�cantly worse than its

time-oriented alternative.

The signi�cantly better combinations of the time-oriented nearest neighbor

minimize the urgency of servicing, weighted by �3, and compute the proximity

of two stops in terms of travel time, weighted by �1, and begin of service time,

weighted by �2. The results indicate the trivial nature of the time-oriented

nearest neighbor for problems without waiting times.

The results show that there is a change in the behavior of the parameters of

the SN heuristic induced by time-window constraints. The waiting time gives

rise to a less trivial use of the time-oriented nearest neighbor criterion.

5.1.2 Parallel Nearest Neighbor heuristic

For the PN heuristic, no time-oriented extension is provided. The AID analy-

ses remain unreliable due to the numerous pathological problems containing a

great number of nearest neighbor pairs and the limited number of 8 solutions

per problem of test sets T1 and T2.

Simultaneous initialization procedure (S). The results reveal that the ini-

tialization through merging the two nearest neighbors gives signi�cantly worse

results for almost all problems.

The circle covering with selection of circles in descending order of their radius

is not signi�cantly worse than the cone covering for problems with binding time-

windows. This can be explained by the fact that the overestimated number of

seeds obtained by the circle covering is accidentally more appropriate than the

insu�cient number of seeds generated by the cone covering.

For the problems of the clusters and some of the cones pattern, with very

loose time-windows, the circle covering is not signi�cantly worse than the cone

covering. The same observation has been made for test setG1 (see section 3.1.2).

Nevertheless, none of both seed generating method is appropriate for problems

with hard time-windows. The circle nor the cone covering, takes account of

time-windows in order to determine the number of seeds required.

The behavior of the parameter of the PN heuristic is a�ected by the time-

windows. However, no clear di�erences are observed between the behavior of

the parameters among both time-window test sets. This is an indication of the

fact that waiting time has no visible e�ect on the parameter of the PN heuristic.
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5.1.3 Sequential Savings heuristic

The exhaustive combination of the four parameters of the SS heuristic gives rise

to 270 solutions per problem of each of both test sets.

Initialization criterion (I). For most problems the initialization with the

stop closest to the depot yields signi�cantly worse solutions than the initia-

lization with the stop farthest from the depot and the initialization through

merging the greatest savings stops. The di�erence between the initialization

of the stop farthest from the depot and the initialization through merging the

greatest savings stops is seldom signi�cant. This is due to the fact that the

greatest savings are most often obtained by merging two stops close to each

other but far from the depot.

For some problems of the concentric and the 50 % central patterns either no

signi�cant di�erences between the values of I are observed or the initialization

with stop closest to the depot is signi�cantly better. This is explained by the

typical spread of stops for these two patterns.

Frequency of initialization (P). The tendency observed for parameter P

is similar but less explicit to that of the same parameter of the SN heuristic in

this test set (see section 5.1.1). The multiple initialization is signi�cantly better

than the single initialization for half of the problems. Especially for problems

with a homogeneous spread of stops, the multiple initialization gives signi�-

cantly better solutions, most often in combination with a signi�cant e�ect of

the initialization criterion. The multiple initialization combined with the initia-

lization with the stop farthest from the depot or with the initialization through

merging the two greatest savings stops, favor the formation of separated routes.

For some problems, either no signi�cant e�ect is observed or the single ini-

tialization is signi�cantly better. This could be explained by the observation

that the use of the multiple initialization tends to leave some stops between rou-

tes unrouted because a new current route is not necessarily started where the

previous one was terminated. These stops have to be serviced with a separate

route afterwards, which deteriorates the quality of the solution. Particularly

the problems of the 50% clusters pattern can be subjected to these situations.

The same observation has been made for the above-described SN heuristic.

Places to add stops (A). The di�erence between the addition of stops at

one end or at both ends of the current route is signi�cant for a number of pro-

blems. Nevertheless, the results do not allow to clearly relate the signi�cantly

better values to the problem characteristics on an aggregate level.

However, for a number of problems a tendency is observed where the ad-

dition of stops at both ends of the current route is signi�cantly better if the

initialization with the stop closest to the depot is signi�cantly worse. This can

be explained by the fact that starting a new route with the stops closest to the
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depot makes it di�cult to insert some more stops before the initialization stop.

Savings criterion (C). The results for the parameter representing the com-

binations of the weights of the savings criterion 2.3 is similar to these of all

previous test sets.

The signi�cantly better values of C preserve the inequality �1 � �2 and

minimize or even neglect the weight �3. Consequently, the better savings va-

lues are primarily de�ned in terms of proximity of the stops to be merged and

secondary in terms of remoteness from the depot.

Only on the individual problem level, slight shifts can be observed among

the signi�cantly better values.

The time-windows have some e�ect on the signi�cance structure of all the

parameters of the SN heuristic, except on the savings criterion. The waiting

time does not seem to have a particular e�ect on the behavior of the parameters.

5.1.4 Parallel Savings heuristic

The PS heuristic with its three parameters gives rise to 120 replications per

problem of both test sets.

Simultaneous initialization procedure (S). For problems with hard time-

windows, the results of the AID analyses show that the initialization procedure

without seeds, through merging the greatest savings stops, gives no signi�cantly

worse solutions. The main advantage of this initialization procedure is the fact

that its takes account of all side-constraints.

The circle covering is accidentally not signi�cantly worse than the cone cove-

ring for the above-mentioned problems with hard time-windows. This has also

been observed for the PN heuristic in this test set.

For the problems of the clusters and some of the cones pattern, with very

loose time-windows, the circle covering is not signi�cantly worse than the cone

covering. The same observation has been made for test setG1 (see section 3.1.4).

Although neither seed generating procedures is appropriate for handling time-

windows, the cone covering is almost never signi�cantly worse than the proce-

dure through merging the greatest savings stops. The cone covering with the

lowest load fraction (0.05) gives signi�cantly worse solutions than these with the

other load fractions. The positioning of seeds too close to the depot can make

it di�cult to service stops far from the depot with other than dedicated routes.

Savings criterion (C). The signi�cance structure of the parameter represen-

ting the combinations of the weights of the savings criterion 2.3 corresponds to

that of all previous test sets.
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The e�ect of C is signi�cant for all problems. The signi�cantly better values

of C contain the combinations of the weights which stress more the importance

of the proximity of the stops to merge than the remoteness of both stops from

the depot. In terms of weights this can be expressed as �1 � �2 and minimizing

or even neglecting weight �3.

These results demonstrate that there is only an e�ect of the time-windows

on the behavior of the initialization procedure of the PS heuristic. No e�ect of

the waiting time is observed.

5.1.5 Generalized Savings heuristic

The AID analyses for the GS heuristic remain unreliable due to the restricted

number of 5 replications per problem of test sets T1 and T2.

Generalized Savings criterion (P). The e�ect of parameter P, representing

the combinations of weights �1 and �2 of the generalized savings criterion 2.4, is

insigni�cant for the solution of all problems. The limited number of replications

can be considered as one of the possible reason for this phenomenon.

If only the value of P in the best solution is considered, it can be obser-

ved that the combination �1 = �2 is most often dominant. The combination

�1 = 1; �2 = 0 never generates the best solution because this merges the routes

only on the magnitude of their travel time.

The e�ect of the time-windows on the parameter of the GS heuristic is dif-

�cult to quantify due to the limited reliability of the AID analysis.

5.1.6 Sequential Insertion heuristic

The SI heuristic comes with three di�erent combinations of insertion and se-

lection criterion. These combinations can be represented by three parameters.

In addition to the parameter representing the initialization criterion, a total of

four parameters results. Combining the values of the four parameters results in

450 replications per problem of test set T1 and T2.

Initialization criterion (I). The di�erence between the initialization of the

current route with the stop closest to or farthest from the depot is signi�cant

for a large number of problems.

A clear tendency can be observed indicating that the signi�cantly better

solutions for the 50% central and the concentric patterns with a decentralized

depot are obtained with the initialization with the stop closest to the depot.
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This can be explained by the position of the depot among the stops for these

patterns.

The unclear signi�cance structure for the initialization criterion has also

been observed for all previous test sets.

Insertion and selection criterion (M, L, E). Parameters M, L and E re-

present the combination of weights of the combinations 2.7, 2.8 and 2.9 of the

insertion and selection criterion.

The results of the AID analyses reveal that, for most problems, criterion

combination 2.9 gives signi�cantly better solutions. For this criterion, selection

and insertion criterion are equal. The criterion determines insertion places and

selects stops for insertion in the current route based on the minimal increase in

travel time, the minimal increase in begin of service time at stop i+1, and the

urgency of servicing stop u respectively weighted by �1, �2 and �3. The signi�-

cantly better combinations of these three weights are those which minimize or

even neglect weight �3. This means that the urgency of servicing stop u, whose

insertion is considered, is of less importance than the increase in travel time and

the increase of begin of service time at stop i+1. Stop i+1 is the successor of

the inserted stop u in the current route.

Due to the aggregation of e�ects in criterion 2.9 it is di�cult to extract the

signi�cantly better combinations of weights �1 and �2 for the term representing

the increase in travel time. Nevertheless, it can be observed that the combina-

tion �1 = 0; �2 = 1 is signi�cantly worse because this combination determines

the insertion place for all stops as the largest link between two successive nodes

of the current route.

For the small number of problems where combination 2.9 is not signi�cantly

better, the combination 2.8 gives signi�cantly better solutions. For this com-

bination the stop, whose insertion yields the minimal route time of the current

route, is selected. The insertion criterion is the same as for combination 2.9,

with exclusion of the term representing the urgency of servicing stop u.

A tendency can be observed, which indicates that the less binding the time-

windows are, the more important the term representing the increase in travel

time becomes with respect to the term representing the change in the begin of

service time at stop i+ 1.

Combination 2.7 is signi�cantly worse for most problems, except for the pro-

blems for which combination 2.8 is also retained.

Although the SI heuristic uses speci�c time-oriented combinations of selec-

tion and insertion criterion, the behavior of its parameters remains to a high

degree comparable to that of the previous test sets. The e�ect of waiting time

does not induce a visible shift in the behavior of the parameters of the SI heu-

ristic. Nevertheless the combinations of insertion and selection criterion allow

a waiting time-sensible route-building.
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5.1.7 Parallel Insertion heuristic

The PI heuristic uses the same time-oriented combinations of insertion and se-

lection criterion as the SI heuristic (see section 5.1.6). Three parameters are

required for their representation. In addition to the parallel initialization para-

meter, this gives a total of four parameters. Combining these four parameters

of the PI heuristic results in 1575 replications for each problem of test sets T1

and T2.

Parallel initialization procedure (S). The AID analyses reveal that the

cone covering method is signi�cantly better than the circle covering. Excep-

tions to this statement are made for the problems with hard time-windows.

In these cases the overestimated number of seeds of the circle covering is not

signi�cantly worse than the seeds generated with the cone covering.

For the problems of the clusters and some of the cones pattern with very

loose time-windows, the circle covering is not signi�cantly worse than the cone

covering. The same observation has been made for test set G1 (see section 3.1.7).

Another tendency indicates that the cone covering with the highest (1.00)

or lowest (0.05) load fractions tends to give signi�cantly worse results than that

with the other load fractions, especially in the case of problems with binding

time-windows. This can be explained by the fact that the seeds generated in

these cases are too close or too far from the depot, which can give rise to a

number of unrouted stops too far from the seeds.

Insertion and selection criterion (M, L, E). Parameters M, L and E re-

present the same weights combinations of the combinations 2.7, 2.8 and 2.9 of

the insertion and selection criterion as for the SI heuristic (see section 5.1.6).

The results of the AID analyses for test sets T1 and T2 are a little more fuzzy

than for the SI heuristic. This is probably due to the remaining unrouted stops

which have to be assigned to a route by the post-processor afterwards.

For �ve out of six problems, combination 2.9 gives signi�cantly better soluti-

ons. As for the SI heuristic, the signi�cantly better combinations of the weights

�1, �2 and �3 are those which minimize or even neglect weight �3 of the term

representing the urgency of servicing the stop u considered for insertion. For the

term weighted by �1, representing the increase in travel time, the combination

�1 = 0; �2 = 1 is signi�cantly worse. In latter case the insertion place for all

stops is given by the largest link between two successive nodes in one of the

existing routes.

For the small number of problems for which combination 2.9 is not better,

combination 2.8 gives signi�cantly better solutions. For this combination the

stop whose insertion yields the minimal route time among all routes, is selected.

In the case of the PI heuristic, this selection criterion performs a proportional

building of all routes.

Again, the less binding the time-windows, the more important the term repre-
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senting the increase in travel time becomes with respect to the term representing

the change in the begin of service time.

Rarely, combination 2.7 is not signi�cantly worse. However, this can be con-

sidered as an indication of the inferior importance of the remoteness of a stop

from the depot when selecting it for insertion.

These �ndings show that particularly the behavior of the initialization pro-

cedure of the PI heuristic is a�ected by the time-windows. The results for

the dedicated time-oriented combinations of insertion and selection criterion il-

lustrate that the overall tendency is comparable for the greater part to that of

the previous test sets.

Although the waiting time is taken into account explicitly by the combinations

of insertion and selection criterion, its in
uence cannot be clearly observed from

the behavior of the parameters.

5.1.8 Parallel Assignment-based Insertion heuristic

The three parameters of the PAI heuristic give rise to 70 replications for each

problem of test sets T1 and T2.

Parallel initialization procedure (S). The results of the AID analyses of

both test sets are comparable to those of the previous heuristics requiring the

generation of seeds in this chapter.

The cone covering gives signi�cantly better solutions than the circle cove-

ring, except for problems with hard time-windows. For these problems, the

overestimated number of seeds of the circle covering is accidentally appropriate.

For the problems of the clusters and some of the cones pattern, with very

loose time-windows, the circle covering is not signi�cantly worse than the cone

covering. The same observation has been made for test setG1 (see section 3.1.8).

The cone covering with the lowest load fraction gives signi�cantly worse

solutions, in particular for problems with hard time-windows. As mentioned

previously, this can be explained by the fact that seeds too close to the depot

can prevent stops far from the depot to be inserted in a route because the ve-

hicle cannot arrive there in time.

Nevertheless, neither seed generation method proposed is really appropriate for

problems with time-windows.

Assignment procedure (E, R). Concerning parameter E, representing the

combinations of weights �1 and �2 of assignment cost 2.10 of stop i to seed k, it

is observed that the signi�cantly better values for most problems are obtained

with the combinations �1 � �2. This implies that the proximity of stop and seed

is at least as important as the remoteness of both from the depot.

These �ndings correspond with those of the previous test sets.
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With respect to the assignment procedure, it is observed that there is a sig-

ni�cant di�erence between the assignment based on the minimal regret function

and the direct assignment for about half of the problems of each test set. The

signi�cantly better solutions for these problems are almost always obtained with

the assignment based on the minimal regret function. However, the common

characteristics of these problems are not su�ciently clear to draw conclusion on

an aggregate level.

If only the value of parameter R in the best solution is considered, the domi-

nance of the assignment based on the minimal regret function can be observed.

The results show that the e�ect of time-windows is the most explicit on the

parameter representing the initialization procedure for the PAI heuristic. Wai-

ting time does not visibly a�ect the behavior of the parameters.

5.1.9 Generalized Assignment heuristic

Combining the four parameters of the GA heuristic results in 120 solutions for

each problem of both test sets.

Parallel initialization procedure (S). The behavior of the parallel initia-

lization procedure corresponds with that of the other heuristics of this chapter

requiring seeds.

This means that the cone covering is signi�cantly better than the circle

covering, except for problems with hard time-windows.

For the problems of the clusters and some of the cones pattern, with very

loose time-windows, the circle covering is not signi�cantly worse than the cone

covering. The same observation has been made for test set G1 (see section 3.1.9).

The cone covering with a too low load fraction positions its seeds too close

to the depot. This can result in a great number of stops far from the depot to

remain unrouted during the routing phase of the GA heuristic.

Assignment procedure (E, R). As far as assignment cost 2.10 is concer-

ned, the signi�cantly better combinations of its weights �1 and �2 correspond

for the greater part with those observed in the previous test sets. The signi�-

cantly worse solutions are obtained with the combination �1 = 1; �2 = 0. An

assignment cost with these weights does not take any account of the proximity

of stop and seed.

Further re�nements cannot be made based on the results. The great number

of stops to be rerouted by the post-processor can partly be held responsible for

this.

As far as the assignment procedure is concerned, a signi�cant di�erence

between the two assignment procedures is observed for a negligible number of

problems. The number of stops to be rerouted by the post-processor due to the
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time-windows can be a possible reason for the almost insigni�cant e�ect of the

assignment procedure.

Seed nature (P). Only for the GA heuristic, the cone covering procedure al-

lows the generation of seed points which do not necessarily coincide with stops.

Di�erences between solutions obtained with seed points and seed customers are

signi�cant for only a very small number of problems. Based on these problems,

conclusions on a level higher than that of the individual problem cannot be

made.

The GA heuristic is due to its two-phase nature not really appropriate for

handling hard time-windows. For problems with hard time-windows, a large

number of stops to be rerouted is most often the result.

5.1.10 Two Phase heuristic

For each problem, 50 di�erent solutions are obtained by combining the values

of the three parameters.

Initialization criterion (I). For about half the problems, the di�erence bet-

ween the initialization with the stop farthest from the depot and the stop closest

to the depot gives signi�cantly di�erent solutions.

A tendency observed indicates that the initialization with the stop farthest

from the depot does not necessarily generate signi�cantly better solutions for

problems with a homogeneous spread of stops, as it is the case for test set G1.

This is probably due to the binding e�ect of the time-windows.

If only the value of parameter I is considered in the best solution, neither

initialization procedure has a higher frequency of occurrence.

Sequential selection criterion (G). Parameter G, representing the combi-

nations of the weights 
1 and 
2 of sequential selection criterion 2.12, shows a

comparable behavior to that of all previous test sets. This implies that stops are

added to the current route on the basis of a criterion in which the proximity of

unrouted stop j to initialization stop i is at least as important as the proximity

of stop j to the depot (
1 � 
2).

Parallel selection criterion (L). The consistency of behavior with respect

to all previous test sets is also observed for parameter L, representing the com-

binations of weights �1 and �2 of parallel selection criterion 2.13.

In general, the insertion of stop j into the route of initialization stop i gives

signi�cantly better solutions if the proximity of stop j to initialization stop i

is at least as important as the di�erence of remoteness of both stops from the

depot.
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The time-windows only seem to a�ect the initialization procedure of the TP

heuristic. The waiting time has no visible e�ect on the behavior of the parame-

ters.

5.1.11 Conclusions of the parametric analysis

The parametric analyses have shown that time-windows have an e�ect on the

behavior of parameters. The magnitude of the e�ect depend upon the type of

parameter. If the two groups of parameters distinguished previously (see sec-

tion 3.1.11) are considered again, the following conclusions can be drawn.

The �rst group of parameters is hardly a�ected by the time-windows. The

signi�cant e�ect of all these parameters as well as their signi�cantly better va-

lues remain for the greater part una�ected in comparison to all previous test

sets. Although the SN, SI and PI heuristic use speci�c time-oriented criteria,

the signi�cantly better combinations of their weights remain basically the same

in comparison to these of the previous test sets.

The parameters of the second group are subjected to some considerable shifts

in comparison to their behavior for test set G1.

The main observation is that the circle and the cone covering procedures for seed

point generation are inappropriate for problems with hard time-windows. Both

take only account of capacity and demand-related constraints for generating

seeds. A good alternative is o�ered by the procedure used by the TP heuristic.

In the case of the PN or PS heuristics, the initialization procedure through

merging can also be used with binding time-windows.

The behavior of the sequential initialization criterion has partly changed in

comparison to that of test set G1. For the SN and SS heuristic the multiple ini-

tialization procedure with the stop farthest from the depot or through merging

a pair of stops satisfying the current criterion is signi�cantly better.

For the SI and TP heuristic, no deductions with respect to the initialization

criterion can be made.

As far as the remaining parameters of the second group are concerned, no

additional meaningful inferences can be made.

Related to this, a last remark concerns the possible e�ect on the solution

value caused by the sometimes high number of stops to be rerouted by the post-

processor.
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5.2 Heuristic analysis

5.2.1 Heuristic analysis for test set T1

All problems. The better solution for the problems of test set T1 are obtained

with the PS heuristic. However, its solutions are not signi�cantly better than

those of the SI and SS heuristic. The good performances of the PS heuristic

is mainly due to the use of the traditional procedure without seed points for

problems with hard time-windows. The good performances of the SI and SS

heuristic are expected, in so far that sequential heuristics never have unrouted

stops left.

The signi�cantly worse solution are obtained with the SN, PN, GS and

SW heuristic. The performances of the SW heuristics are bad because only

the proximity of stops in terms of their polar-angle and not in terms of their

time-windows is considered. In order to overcome partly this problem, Solomon

(1987) proposed to embed a time-oriented insertion heuristic in a SW heuristic.

Depot location. The time-windows tend to reinforce the dominance of the

sequential heuristics as the depot is more decentralized. The performance of

PS, SI and SS heuristics is signi�cantly better than all other heuristics for a

depot outside. For a depot inside, only the TP heuristic is not signi�cantly

worse than the PS, SI and SS heuristics.

The signi�cant di�erences have faded for a central depot. Only the PN, SN

and GS heuristics are signi�cantly worse than the PS, SI and SS heuristics.

Grouping patterns. The PS, SS and SI heuristic give good results for the

grouping patterns, except for the clusters and the cones pattern. Both patterns

are characterized by loose time-windows. For these patterns, the behavior of

the heuristics is comparable to that of test set G1.

Spreading patterns. If the spreading patterns, on which time-windows have

an impact are considered, the following results are obtained. For the problems

with a homogeneous spread of stops (uniform and compressed patterns), the

dominance of the three heuristics, SS, SI and PS is con�rmed. The good per-

formances of the savings criterion for these patterns have to be noticed once

more.

For the concentric and the 50% central patterns, the good performances of

the PS and sometimes the SI heuristic are observed. Nevertheless, the signi�-

cant di�erences between the heuristics are limited for both patterns. However,

the PN, SN, GS, SW, PI and PAI heuristics are signi�cantly worse for most

problems of both patterns.

Table 5.1 presents an overview of the relative performances of the 11 initial

heuristics for the principal geographical pattern categories of test set T1.
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - - - - - - - - -

PN - - -+ - - - - - - - -

SS ++ - - + ++ ++ +

PS + + ++ + + +
GS - - -+ - - - - - - -

SI + -+ + ++ ++ ++

PI -+ - - - -+ -+ -

PAI -+ + - -+ -+ -

GA -+ -+ + - - -

TP -+ + + -+ -+ +

SW - - - - - - - - - - - -

Table 5.1: Summary of the relative performances of the 11 heuristics for test

set T1 (1 homogeneous time-window). Symbols: "++": very good; "+": good;

"-+": moderate, "-": bad, "- -": very bad.

Comparison of the CPU-times of the eleven heuristics reveal that their pro-

portionality is preserved compared to these of test set G1. The shortest com-

puting times are obtained with the sequential heuristics and the GA heuristic.

Again, the SW, TP and GS heuristic have much longer computing times due to

the large number of TSPs to be solved.

5.2.2 Heuristic analysis for test set T2

All problems. For the problems of test set T2, the SI heuristic performs

signi�cantly better than all other heuristics, except the TP heuristic.

The dominance of the SI heuristic can be explained by its capability of handling

waiting time.

The good performances of the SI heuristic have also been observed by So-

lomon (1987) and Potvin and Rousseau (1993). Latter authors also con�rm

the adequacy of the seed generation procedure used by the TP heuristic for

time-window problems.

The fact that PS and SS heuristics are signi�cantly worse than the SI heu-

ristic for this test set can probably be explained by the fact that they do not

handle waiting times explicitly. Therefore, Solomon (1987) and Van Landeghem

(1988) propose to introduce a maximal waiting time for savings heuristics.

The SW heuristic is signi�cantly worse than all other heuristics for the same

reason as for test set T1.
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Depot location. The performance of the SI heuristic improves with a more

decentralized depot.

For the depot outside, the SI heuristic is signi�cantly better than all other heu-

ristics.

For both other depot patterns, the SI heuristic gives the best solutions, but the

solutions of some other heuristics among which the PS, SS, GA, TP heuristics

are not signi�cantly worse.

Grouping patterns. The results of the grouping patterns are comparable

to these of test set T1 and G1, but signi�cant di�erences are even more scarce.

This could be explained by the fact that vehicles can drive instead of waiting

at stops which decreases somewhat the binding e�ect of time-windows.

Spreading patterns. The TP heuristic performs very well for the uniform

pattern. However, only the PN, SN, PI, GS and SW heuristic are signi�cantly

worse.

As noticed for previous test sets, the SI heuristic performs very well for

the compressed pattern. The solutions of the TP and PS heuristics are not

signi�cantly worse for this pattern.

For problems with a 50% central pattern, the SI heuristic is also signi�cantly

better than all other heuristics, except the SS heuristic. The dominance of the

sequential heuristics for this pattern is explained by their ability to limit the

number of links between central and peripheral stops.

For the concentric pattern, no dominant heuristics are distinguished. Only

the PN, SN, PAI and SW heuristics are signi�cantly worse than most other

heuristics.

Table 5.2 presents an overview of the relative performances of the 11 initial

heuristics for the principal geographical pattern categories of test set T2.

As far as the computing times are concerned, the same observations as for

test set T1 can be made.

Summarizing the results of the heuristic analyses of test sets T1 and T2, the

following �ndings have to be noticed.

In general, non-sequential heuristics requiring the generation of seeds give

bad solutions for problems with binding time-windows. The SI, PS, SS and

TP heuristics most often perform very well for this kind of problems. The

SI heuristic is provided with time-oriented insertion and selection criterion for

a good waiting-time management. The PS and SS heuristic perform well as

far as no waiting time is involved and particularly if the spread of stops is

homogeneous. The TP heuristic is characterized by a side-constraint-sensitive
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depot central/inside depot outside

homo- clustered central & homo- clustered central &

geneous stops peripheral geneous stops peripheral

spread stops spread stops

SN - - - - - - - - - -

PN - - - - - - - - - -

SS + - - -+ ++ - - -+

PS + + -+ + + +
GS - - -+ - - + - -

SI + -+ + ++ ++ ++

PI -+ - - - - -

PAI -+ + - - - - + -

GA -+ -+ ++ - - -

TP + + + ++ -+ -+

SW - - - - - - - - - - - -

Table 5.2: Summary of the relative performances of the 11 heuristics for test set

T2 (2 homogeneous time-windows). Symbols: "++": very good; "+": good;

"-+": moderate, "-": bad, "- -": very bad.

procedure for generating seeds through a sequential heuristic.

The worst results are obtained with the SW, GS, SN and PN heuristic.

Once again, the pathological problems are probably partly responsible for the

bad performances of the SN and PN heuristics.



Chapter 6

Implementations of the

improvement heuristics

Improvement heuristics for the VRP are aimed at enhancing an initial feasible

solution through a search mechanism. Improvement heuristics can be classi�ed

following two criteria: the type and the search strategy.

The type of improvement heuristic refers to the number of routes involved in

the improvement: a within-route procedure if only one route at a time is involved

and a between-routes procedure if two routes are involved. The improvement

heuristics proposed are designed for the VRP. These between-routes heuristics

improve the initial solution by moving stops between a pair of routes.

The within-route improvement procedures are aimed at improving the sequ-

ence of a route by changing the order of stops within the route. They are typical

for the TSP. As mentioned previously, all heuristics, both of the initial and of

the improvement type, are provided with a 3-opt within-route heuristic, which

is invoked at any time a change to a route is performed (see appendix B.2.2).

The search strategy is a procedure which indicates the order in which new

solutions are searched. Among the VRP improvement heuristics, two categories

can be distinguished based on the search strategy: local and global optimisation

methods.

The local optimisation heuristic, the traditional "descent" method, �nds a

local minimum by performing only moves of stops which result in an improve-

ment of the objective function value.

The search strategy of these local optimisation heuristics is blind. This means

that the order by which new solutions are generated is only dependent on the

information gathered during the execution of the heuristic (Osman (1991)).

These heuristics are halted if no further improvement of the objective function

93
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value is possible. As a matter of fact, local optimisation heuristics are trapped

in the local optimum in which they descend.

The implementation of the local optimisation heuristic proposed, is called the

Local Improvement (LI) heuristic.

Global optimisation heuristics succeed in leaving the local optimum by tem-

porarily accepting moves which cause a worsening of the objective function

value. These heuristics are often called "metaheuristics" because the procedure

used to generate a new solution out of the current one, is embedded in a heu-

ristic which determines the search strategy.

The search strategy for the global optimisation heuristics is a directed search.

This implies that information of the problem domain and the nature of the ob-

jective is used to direct the search procedure towards promising regions (Osman

(1991)).

The main drawback of metaheuristics is that they have no de�nite stopping

criterion de�ned. The longer the computing time, the higher the probability of

�nding the global minimum.

A Simulated Annealing (SA) and a Tabu Search (TS) metaheuristic are pro-

posed. Other metaheuristics are Genetic Algorithms, Neural Networks, Great

Deluge, Noise method, ... Most of these metaheuristics are based on principles

of physical or biological processes.

In the following, at �rst, the di�erent types of moves are proposed, which

are required for the improvement heuristics to generate a neighborhood solu-

tion out of an existing solution. Subsequently, the implementations of the three

improvement heuristics are described.

6.1 Types of move

The three improvement heuristics (LI, SA and TS) all use a same type of move.

A move can be de�ned as the mutation of stops between routes in order to

obtain a neighborhood solution out of an existing solution.

It is assumed that only feasible moves with respect to the side-constraints

are performed.

Four types of moves are considered. They are called the String Cross, the

String Exchange, the String Relocate and the String Mix by convention.

String Cross. The String Cross (SC) is a move in which two strings of stops

are exchanged by crossing two arcs of two di�erent routes. This corresponds to

the exchange of entire route segments. An example of a SC move is given by

�gure 7.3.1.

The concept of this type of move has also been presented by Savelsbergh (1988)
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Figure 6.1: Example of a String Cross.

and Potvin et al. (1992).

String Exchange. The move of type String Exchange (SE) generates a neigh-

borhood solution by exchanging two strings of stops between two routes. Sym-

bolically, this can be represented by (x1; x2), where x1 and x2 are integers re-

presenting the length of the strings to be exchanged in both routes. IfK denotes

the maximum length of a string of stops, then 1 � x1 � K and 1 � x2 � K

must be satis�ed. The length of the strings x1 and x2 is not necessarily equal.

Figure 6.2 contains an example of an SE move.

A similar type of move has been de�ned by Dror and Levy (1986) and Savels-

bergh (1988). The two most common values for the maximum string length are

K = 1 and K = 2.

String Relocation. The String Relocation (SR) can be described as the move

of a string of stops from one route to another. Symbolically, this can be re-

presented by (x; 0) or (0; x). The maximum number of stops to be relocated is

bounded by a parameter called the maximal string length K, i.e 1 � x � K.

This type of move is able to reduce the number of routes. See �gure 6.3 for an

example of a SR.

Dror and Levy (1986) and Savelsbergh (1988) proposed a similar type of move.

The values K = 1 and K = 2 are commonly used.

String Mix. The String Mix (SM) is a mixture of the String Exchange and the

String Relocate. When implemented, this move type selects the best between

the String Exchange and the String Relocation. The number of routes can be

reduced through the moves of the type String Relocation.
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Another variant of a move generation mechanism is the �-interchange me-

chanism described in Osman (1993). This mechanism considers a relocation as

a special case of an exchange.

6.2 Local Improvement heuristic

The LI heuristic is very popular due to its simplicity and its relatively short

computing time. Most published implementations of this heuristic for the VRP

are similar. This implementation is aimed at evaluating the e�ect of a number

of parameters on the �nal solution.

Procedure

Step 1: The initial solution is the current solution.

Step 2: Select the �rst move by selecting the �rst pair of routes of the current

solution, based on their order number. Select the stops required for the

type of move in both routes based on the route sequence.

Step 3: If the move is unfeasible or does not improve the objective function

value, then go to step 5.

Step 4: If the selection strategy (cfr. infra) is �rst improvement, then perform

the move. The new solution becomes the current solution. Go to step

2.

If the selection strategy is the best improvement, and the neighborhood

solution is better than all previous solutions, then save the neighborhood

solution and go to step 6.

Step 5: If an entire evaluation cycle has been completed, and the selection stra-

tegy is direct improvement, then the heuristic is stopped.

If an entire evaluation cycle has been completed, and the strategy is the

best improvement, and the best neighborhood solution has been saved,

then this neighborhood solution becomes the current solution. Go to

step 2. If no improved neighborhood solution has been saved during a

complete evaluation cycle for the best improvement strategy, then the

heuristic is stopped.

Step 6: Select the next move by selecting the next stops in the route or, if nee-

ded, the next pair of routes to be evaluated. If no move can be selected

go to step 5, else go to step 3.
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Parameters

Initial solution (S)

1. A bad initial solution.

2. A good initial solution.

This parameter is provided especially for evaluating the e�ect of the initial

solution on the �nal solution. The initial solution is generated with one of the

initial heuristics (see section 7.1).

String Length (K)

1. String length of 1 stop.

2. String length of 2 stops.

With this parameter, the e�ect of the number of stops in the string to be moved

can be considered. This parameter is only used if the type of move is SE, SR

or SM.

Selection strategy (P)

1. First improvement: the �rst improving move is performed.

2. Best improvement: the best improving move after completion of an evalua-

tion cycle is performed.

Evaluation procedure for string length K > 1 (F)

1. Evaluation of all possible string lengths between a pair of routes before se-

lecting the next pair.

2. The string length is increased by one after having completed an evaluation

cycle without improvement.

This parameter is irrelevant if the move type is SC.

The initial solution S and the string length K can be considered as problem-

speci�c parameters. The other three parameters are of a more generic nature.

6.3 Simulated Annealing metaheuristic

The principle of the SA metaheuristic is deduced from the physical annealing

process of solids. Kirckpatrick et al. (1983) and Cerny (1985) proposed the

use of SA for combinatorial problems. Their work is based on the research of

Metropolis et al. (1953) in the �eld of Statistical Mechanics. For an overview of

the research and applications of SA, the reader is referred to Van Laarhoven and

Aarts (1987), Aarts and Korst (1989), Collins et al. (1988) and Eglese (1990).
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The analogy between physical annealing and SA is obvious. The purpose

of physical annealing is to obtain a solid in its ground state with its atoms

arranged into regular patterns. The aim of SA is to reach the optimal solution

of the problem, in casu the VRP. In order to reach this state, the solid is heated

followed by a gradual cooling. The cooling has to be slow enough to reach a

thermal equilibrium at each temperature. The ground state corresponds with

the minimal energy con�guration of the atoms. A feasible solution to the VRP

is considered as an atom con�guration. The energy corresponding to an atom

con�guration is the objective function value in the case of SA.

In order to reach a thermal equilibrium at a given temperature, it is necessary

for the temperature to remain stable long enough. As a result, the con�gura-

tions will be distributed according to the Boltzmann distribution. Translated

into SA terms, this implies that the number of feasible neighborhood solutions

generated at a certain temperature must be su�ciently high. A neighborhood

solution corresponds to a small displacement of an atom in the material in order

to obtain a new con�guration of the solid. The di�erence between the objec-

tive function value of a newly generated neighborhood solution and the current

solution is de�ned by �, which is the resulting change in energy in the case of

the physical annealing process. If � < 0 the neighborhood solution becomes the

current solution, but if � � 0 the newly generated feasible solution has a pro-

bability of e��=T of being accepted as the new current solution. So, SA accepts

with certain probability feasible solutions which also increase the value of the

objective function value. Ideally, this acceptance probability must be close to

one at high temperatures at the beginning of the cooling process and is nearly

reduced to zero at a temperature close to zero near the end of the process. This

prevents SA from being trapped in a local minimum.

A main problem inherent in the application of SA is the determination of the

generic parameters to be used. This set of parameters is part of the so-called

cooling scheme. The problems according to the choices of cooling schemes are

extensively treated by Hajek (1988). Classi�cations of cooling schemes are pro-

posed by Collins et al. (1988) and Van Laarhoven and Aarts (1987).

As far as our implementation is concerned, the following choices have been

made. In order to determine the value of the initial temperature, we use the

approach proposed by Johnson et al. (1989). The initial temperature Tbegin is

computed by solving the expression

Pa = e
��C=Tbegin

and hence

Tbegin =
��C
lnPa

(6.1)

Here �C represents the average deterioration value, which is computed as the

cumulated value of the values of all worsening moves possible from the initial
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solution, divided by the number of moves which cause a deterioration of the

objective function value. Parameter Pa represents the acceptance fraction, i.e.

the ratio of the accepted to the total number of generated moves.

The cooling function we use for the reduction of the temperature is the

simple geometric function. The temperature at iteration t, Tt, is obtained from

the temperature of the previous iteration as follows:

Tt = R � Tt�1 (6.2)

Here, R represents the cooling rate.

The principle of an epoch is used to determine the thermal equilibrium at

each temperature (see Golden and Skiscim (1986) and Teodorovic and Pavkovic

(1992)). Therefore, the value of the current solution is stored every s moves.

If the di�erence between the value of the last epoch and all previously saved

epochs is less than t%, then thermal equilibrium is reached and the temperature

can be decreased according to the cooling function 6.2. Here, the values of s

and t are both set to 10.

The stopping criterion is satis�ed if the percentage of accepted moves is

inferior to a critical acceptance ratio for a prede�ned number of �ve consecutive

temperature values. However, each time a new best solution is obtained, the

counter is reset to zero. This stopping criterion has been proposed by Johnson

et al. (1989).

In contradiction to the complete evaluation of moves performed in the im-

plementations for the LI and TS heuristics proposed, the SA heuristic generates

a neighborhood solution on a stochastic base. This implies that the routes and

the stops required to perform a move are selected at random. In order to nar-

row the search space, we provide the option of a range delimiter to prevent the

selection of too many bad moves with respect to the objective function value.

The range delimiter is a travel time restriction between the stops of two dif-

ferent routes selected at random for the move. This travel time restriction is

adapted to the problem considered. It is computed for each solution with K

routes R1; :::; RK , �rst by determining for each stop i 2 N n f0g, belonging to

route Rk, the travel time to its nearest neighbor stop belonging to another route

Rl.

NNi2Rk
= min

j2Rl;k 6=l
dij (6.3)

Subsequently, the range delimiter D is set equal to the largest travel time of the

set of travel times previously de�ned.

D = max
i2Nnf0g

NNi (6.4)

This procedure assures the potential participation of each stop to a move.
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Other implementations of SA for the VRP are proposed in the literature.

Osman (1993) has proposed a hybrid SA/TS metaheuristic. This hybrid me-

taheuristic was adapted by Thangiah et al. (1994) to solve VRPs with time-

windows and combined pick-ups and deliveries. In Teodorovic and Pavkovic

(1992) SA is used for generating an initial solution as well as for improving it

in the case of the VRP with stochastic demand. Robust�e et al. (1990) and Alfa

et al. (1991) integrated SA in an initial heuristic for the VRP.

The SA implementation for the VRP proposed by Van Breedam (1994) and

Janssens and Van Breedam (1994) is for the greater part comparable to the

one presented here. The good solutions obtained by the last authors for some

classical test-problems con�rm the quality of the SA heuristic proposed here.

Procedure

Step 1: The initial solution is the current solution and is saved.

Step 2: Determine the initial temperature Tbegin by means of expression 6.1,

taking account of the value for the acceptance ratio Pa. The current

temperature T is set to the initial temperature Tbegin.

Step 3: Generate a neighborhood solution by randomly selecting a move from

the current solution.

Step 4: Compute � as the di�erence in objective function value (total travel

time) between the neighborhood solution and the current solution.

If � > 0 and r � e
��=T , with r a pseudo-random number in [0,1], then

go to step 3.

Step 5: The neighborhood solution becomes the current solution. The neigh-

borhood solution is saved if it is the best solution so far.

Check for thermal equilibrium, if required. Every 10 moves the value

of the current solution, an epoch, is compared to all previously saved

epoch values. If the deviation is superior to 10%, then no equilibrium

is reached and go to step 3.

Step 6: Decrease the current temperature T by means of the cooling func-

tion 6.2. If the percentage of accepted moves is inferior to the critical

acceptance ratio for more than 5 consecutive temperature reductions

without obtaining a new best solution, then go to step 7 else go to step

3.

Step 7: The solution stored is the �nal best solution.



102 6.3 Simulated Annealing metaheuristic

Parameters

Initial solution (S)

1. A bad initial solution.

2. A good initial solution.

As for the LI heuristic, this parameter is provided especially for evaluating the

e�ect of the initial solution on the �nal solution. The initial solution is generated

with one of the initial heuristics (see section 7.1).

String Length (K)

1. String length of 1 stop.

2. String length of 2 stops.

This parameter is irrelevant for the move of type SC.

Range delimiter (D)

1. No range delimiter.

2. Range delimiter for the random selection of a move. The range delimiter is

computed as the largest travel time between two nearest neighbors of two

di�erent routes of the current solution.

Acceptance fraction (A)

1. 0.30

2. 0.50

Percentage of accepted moves of the initial solution. This parameter is used to

determine the initial temperature (cfr. Pa in expression 6.1).

Temperature reduction fraction (R)

1. 0.70 (fast cooling).

2. 0.90 (slow cooling).

Fraction by which the temperature is reduced in the geometric temperature

function 6.2.

Critical acceptance ratio (L)

1. 0.01

2. 0.05

Critical percentage of accepted moves beneath which the percentage of accepted

moves has to drop for more than 5 temperature reductions without an impro-

vement of the best solution, before the SA heuristic is stopped.

The initial solution S, the string length K and the range delimiter D can be

considered as problem-speci�c parameters. The other three parameters are of a
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more generic nature. Their values are chosen based on extreme but acceptable

values published in literature.

6.4 Tabu Search metaheuristic

Tabu Search has been conceived by Glover (1986). Similar ideas were developed

by Hansen (1986) who has proposed a steepest ascent/mildest descent heuristic.

TS is based on the principles of intelligent problem solving. A fundamental ele-

ment is the use of a 
exible and dynamic memory structure i.e. the tabu list.

The procedure of TS is simple. At each iteration, the best move is selected.

If this move deteriorates the objective function value, it is only performed if

the inverse move does not have the tabu status, i.e. if it is not in the tabu

list. If it is in the list, then the next best move not in the tabu list is selec-

ted and performed. This process is repeated until a stopping criterion is reached.

The fundamental elements of the TS strategy are the tabu list, the aspiration

criterion, the long-term memory and the stopping criterion.

The function of the tabu list as a short-term memory is to prevent cycling

through repeated selection of inverse moves with the same stops. The type and

the length of the tabu list largely depends on the problem considered. Too

small a list cannot prevent cycling, while too big prohibits too many moves.

Taillard (1991) proposes the use of a dynamic list length. A regression analysis

to predict the list length for a VRP out of the number of stops, the number of

vehicles and the capacity ratio is used by Osman (1991). This author relates

the problem characteristics with the tabu list length.

The aspiration criterion is satis�ed if the move performed on the current

solution yields an improvement of the objective function value. The improving

move is performed whether or not in the tabu list.

Other, less popular aspiration criteria are presented by Glover and Laguna

(1993).

The long-term memory is aimed at diversifying the search procedure. Mo-

ves occurring frequently are penalized by substracting a penalty value from

the di�erence in objective function value between the current solution and the

neighborhood solution. Besides a diversi�cation, an intensi�cation procedure

can be used too.

The stopping criterion is most often determined as a �xed number of itera-

tions or a �xed number of iterations without any improvement of the objective

function value.

A good overview of TS and its applications is provided by Glover (1989),

Glover (1990) and Glover and Laguna (1993).

With respect to the application of TS to the VRP, some publications are to
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be noticed.

Pureza and Fran�ca (1991), Osman (1991) and Osman (1993) use TS as an im-

provement heuristic with a type of move in which a relocation is considered as a

special case of an exchange. Thangiah et al. (1994) implements a hybrid TS/SA

metaheuristic for VRPs with time-windows using the �-interchange mechanism

described in Osman (1991). Taillard (1992) adds a diversi�cation strategy to

his implementation of a TS improvement heuristic for the VRP. In Semet and

Taillard (1993) the use of a TS improvement heuristic is demonstrated for a

practical case.

The implementation of Gendreau et al. (1992) is exceptional in so far that

unfeasible solutions with respect to capacity and route-length constraints are

temporarily allowed through the use of penalties. They use a move comparable

to the SR type which has been embedded in a speci�c insertion heuristic.

Stewart et al. (1992) use a TS strategy for �nding an initial solution through a

repeated application of a generalized assignment heuristic.

The TS implementation proposed provides the option to use a static as well

as a dynamic tabu list length. The tabu list contains records of three elements:

the list position, the origin route and the string of stops moved. The list is

implemented as a queue. At each iteration, the last move performed is added to

the end of the list. Subsequently, the list is rearranged by removing the move at

position 1 in the list and by pulling all subsequent moves one position forward

in the list.

The main advantage of this type of list is its ease of adaptation to static and

dynamic list lengths. Moreover, all possible lengths for the string of stops to be

moved are allowed. Most existing TS implementations for the VRP (cfr. supra)

of which we are aware cannot relocate or exchange more than one stop between

routes. A drawback of this structure occurs when a move involves the exchange

of two strings of stops, as it is the case with the SC and SE move type. Two

separate list positions are required to administrate the move.

The TS implementation is provided with a long-term memory to allow di-

versi�cation. To prevent stops from being too frequently selected for moves, a

penalty function value is computed for each move. This amount is added to the

objective function value of the neighborhood solution that would be obtained if

the move was performed. The penalty function value for a move is determined

�rst by computing the penalty value of each stop involved in the move. The pe-

nalty associated with a stop is computed with the method proposed by Taillard

(1992). The penalty value for stop i is given by W � fi, in which fi stands for

the frequency of occurrence of a stop i in a move. A value for parameter W is

obtained by selecting a value at random from the interval

(0:1 ��max
t

p
N � k ; 0:5 ��max

t

p
N � k) (6.5)

Here, N and k represent the number of stops and the number or routes of the

current solution, respectively. The factor
p
N � k can be considered as a norma-
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lising factor because the frequency of occurrence of a stop in a move decreases

with the size of the problem. The term �max
t represents the largest improve-

ment up to iteration t.

The use of a penalty function related to a stop is not appropriate for our im-

plementation because the moves (2,0) or (2,2) would be a priori disfavored with

respect to the moves (1,0) or (1,1). Consequently, we decided to associate a

penalty function value with a move rather than with a stop. The penalty of a

move is computed as the average of the penalties of all stops involved in a move.

The stopping criterion of our implementation is arbitrarily set to 500 itera-

tions. This number is of secondary importance because the objective function

value as a function of the computing time will be used as a basis for the heuristic

analysis.

Procedure

Step 1: The initial solution is the current solution.

Step 2: Perform a complete evaluation cycle of moves of the current solution.

Select the routes according to the route numbers and the stops according

to the route sequence.

Step 3: If the best move found gives an improvement of the objective function

value, then go to step 5.

Step 4: If a long-term memory is used, an additional penalty associated with the

move must be taken into account when selecting the least deteriorating

move. If the best move is in the tabu list then select the move which

causes the least deterioration of the objective function value and which

is not in the tabu list.

Step 5: Perform the move. The new solution becomes the current solution. If

the new solution is better than the best solution so far, then save the

new solution. Add the move to the tabu list if there is still some place

left. Otherwise, discard the move.

Step 6: Rearrange the tabu list by removing the �rst move from the list and

pushing the successive moves up forward by one position. Adapt the

length of the tabu list, if required.

Step 7: Go to step 2 if the number of iterations is less than 500.

Step 8: The solution saved is the �nal best solution.

Parameters

Initial solution (S)

1. A bad initial solution.

2. A good initial solution.

As for the LI and SA improvement heuristics, this parameter is provided for
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evaluating the e�ect of the initial solution on the �nal solution. The initial

solution is generated with an initial heuristic.

String Length (K)

1. String length of 1 stop.

2. String length of 2 stops.

This parameter is irrelevant for the move of type SC.

Length of tabu list (L)

1. 10-20

2. 20-30

3. 30-40

In the case of a static tabu list length, only the lower bound of each interval is

considered. For a dynamic list the length of the tabu list is randomly selected

in the interval.

Iterations for adapting tabu list length (I)

1. +1 (static tabu list length)

2. 5

3. 25

4. 50

Long-term memory (G)

1. Implementation without long-term memory.

2. Implementation with long-term memory.

Two parameters, the initial solution S and the string length K are problem-

speci�c parameters. The other parameters are more generic of nature. As for the

SA implementation, the values chosen for the generic parameters are determined

based on publications containing acceptable values.



Chapter 7

Analysis of the

improvement heuristics

The analysis of improvement heuristics di�ers substantially from that of the ini-

tial heuristics. Improvement heuristics require an initial solution to start from.

Consequently, the behavior of improvement heuristics depends to a greater ex-

tent on the structure of the neighborhood of the current solution than on the

speci�c problem characteristics, as was the case for the initial heuristics. In the

case of the improvement heuristics, the problem characteristics only have an

indirect e�ect because they a�ect the neighbourhood structure.

The generic parameters of the improvement heuristics also have an in
uence

on the neighborhood structure. Nevertheless, the relation between problem cha-

racteristics and the values of the generic parameters is hard to analyse. Generic

parameters a�ect the choice of moves required to go from initial to �nal solu-

tion. The sequence of solutions between initial and �nal solution is called the

trajectory (Pirlot (1992)). The sequential nature of the trajectory makes it dif-

�cult to trace the e�ect of the generic parameters on the �nal solution.

The above-mentioned arguments justify the use of a reduced test set instead

of all problems out of the seven test sets used for the analyses of the initial

heuristics. Moreover, the time required to realize the runs with the complete

problem set for the improvement heuristics is most probably in disproportion

to the transferability of the conclusions to other problems.

First, the reduced test set is presented. Subsequently, the results of the

parametric analysis are described for each of the three improvement heuristics

separately. Finally, comparative results of the three improvement heuristic are

presented in the heuristic analysis.

107
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7.1 Reduced test set

In order to build a reduced test set out of the seven test sets with a total of

420 test problems, the cluster analysis classi�cation technique was used. For

additional information on cluster analyses, the reader is referred to Anderberg

(1973).

By means of the partitioning around medoids clustering method (see Kauf-

man and Rousseeuw (1989)), we succeeded to cluster the problems of each of

the seven test sets around medoids. A medoid can be considered as the most

representative problem of its cluster.

The dissimilarity measure used to compute the distance between the pro-

blems of a test set is composed of a measure of the spread across the total travel

time of the solution and a measure of the spread on the total number of routes

of the solution. This distance measure represents the dependent variable, i.e.

the total travel time, as well as the structure of the solution, revealed by the

number of routes. All solutions obtained with each heuristic for each of the 420

problems were used.

Satisfactory results for the cluster analysis were obtained by reducing the

complete set of problems into a set of 15 problems. Each test set is represented

by its two medoids. Only test set P2 requires three problems for representing

its 60 problems.

Table 7.1 contains the 15 representative problems. For each problem, the

original test set is mentioned, together with a good and a bad objective function

value of an initial solution. As mentioned in chapter 6, both solutions are

required for the experiments to investigate the e�ect of the initial solution on

the �nal solution.

The good initial solution is chosen as the �rst quartile of the distribution of

the total travel time of the solutions obtained with all parameter combinations

of the initial heuristics. The bad solution corresponds with the third quartile of

this distribution.

The decision to choose neither the best nor the worst solution can be motivated

as follows. On one hand, the best solution obtained with an initial heuristic can

be optimal or close to optimal. Consequently, no further improvement can be

found. On the other hand, the worst, or even a random solution contains for

example such a high number of routes that the use of an improvement heuristic

with a move of type SE or SC is disfavored a priori, due to the inability of both

move types to reduce the number of routes.

Both the good and the bad initial solutions of problems 1 to 7 have the least

possible number of routes with respect to the capacity constraints. This means

that all vehicles are �lled up to a 100% capacity utilization. This implies that

a move of type SR cannot be performed, because no stop can be relocated from

one route to another if no residual capacity is available in at least one route
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of the solution. For the same problems, the SM gives the same solution as SE

because only exchanges between routes are feasible. So, for problems 1 to 7 only

moves of types SE and SC are meaningful.

For problems 8 to 15, all move types are allowed, because both the good and

bad solutions of these problems have routes with residual capacity, allowing for

relocation of stops between routes.

7.2 Parametric analyses of the improvement heu-

ristics

For these parametric analyses, the AID-technique is used. In the following, the

results of the AID-analyses of the three improvement heuristics are described

separately.

7.2.1 Local Improvement heuristic

If the type of move is SE, SR or SM, 16 solutions are obtained by combining

all four parameter values of the LI heuristic. Only 4 replications are available

if the move is of type SC. The lower number of observations in the case of SC

is caused by the fact that parameters K and F are of no relevance for this type

of move. The AID-results for the SC move type are less reliable due to the

insu�cient number of replications.

Initial solution (S). The results of the AID-analyses reveal that the good

initial solution gives the best �nal solutions for almost all problems. For most

of these problems, the �nal solution obtained with the good initial solution is

signi�cantly better than the one obtained with the bad initial solution.

As far as the move of type SR and SM is concerned, a signi�cantly better

�nal solution is obtained with a bad initial solution only for problem 14. A

possible explanation is that the minimum of the bad initial solution in which the

heuristic descends is accidentally deeper than that of the good initial solution.

In general, the results indicate a high degree of dependency of the LI heuristic

upon a good initial solution.

The processing time is larger in case of a bad initial solution because more

evaluation cycles have to be completed.

String Length (K). For the type SE, a string of length K=2 gives the best

solutions for all �fteen problems. For ten out of �fteen problems, K=2 is even

signi�cantly better. For the remaining problems 3, 6, 7, 8 and 15 some reasons

can be mentioned for the fact that K=2 is better but not signi�cantly better
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Problem Origin Bad Good

test set Solution solution

1 G1 2562 (10) 1245 (10)

3.1 3.1

2 G1 2352 (10) 1703 (10)

3.1 24.2

3 G2 2726 (20) 1781 (20)

43.0 0.1

4 G2 3094 (20) 1671 (20)

10.2 2.0

5 G3 1266 (5) 1072 (5)

61.0 48.2

6 G3 1436 (5) 1105 (5)

49.2 64.0

7 P1 1332 (5) 1097 (5)

44.0 62.1

8 P1 1593 (7) 1251 (6)

18.2 43.0

9 P2 2544 (11) 2089 (11)

15.1 4.0

10 P2 1588 (11) 1202 (11)

8.0 4.2

11 P2 1948 (11) 1386 (11)

6.2 29.2

12 T1 2987 (20) 2212 (14)

6.0 21.0

13 T1 2129 (19) 1235 (12)

2.1 2.3

14 T2 3692 (20) 3011 (16)

13.2 2.2

15 T2 2175 (16) 1398 (12)

16.1 24.2

Table 7.1: The reduced test set including 15 problems. Besides the original test

set, a good and a bad solution are mentioned. The solution cell shows the total

travel time, the number of routes (between brackets) and CPU time in seconds

on a second line.
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than K=1. The route sequence imposed by mixed pick-ups and deliveries (pro-

blems 7 and 8) or the time windows (problem 15) can hinder the exchange of

strings containing more than 1 stop. For problems 3 and 6 where only exchan-

ges of equal string lengths are allowed, exchanges with K=2 are, in essence,

equivalent to two exchanges with K=1.

Concerning the move of type SR, the substitutability of a relocation of K=2

stops with two relocations of K=1 stops is the primary reason for the insigni�-

cance of the e�ect of K on the �nal solution for all problems.

The results for the move of type SM, are a mixture of those of SE and SR.

The processing time required for K=2 amounts about twice the time neces-

sary for K=1.

Selection strategy (P). The di�erence between the �rst and the best im-

provement hardly gives signi�cantly di�erent �nal solutions.

No dominant strategy is observed even if only the value of P in the best solution

is considered.

The observations made by Osman (1993) are comparable.

Evaluation procedure for string length K > 1 (F). No signi�cant dif-

ference can be observed between the two procedures for the order of evaluation.

If the results of the four types of moves are compared, it is observed that

for problems 8 to 15 the solutions of the SM type are always present in the

signi�cantly better move types. Moreover, for seven of these problems the best

solution is obtained with the SM type. The SC and SE are mostly signi�cantly

worse for these problems.

For the problems 1 to 7, no signi�cant di�erences are observed between the

solutions of SC and SE. If only the move type in the best solution is considered,

a dominance of the SE is noticed for �ve out of seven problems.

The results of the AID analyses for the LI heuristic indicates a clear tendency.

The problem-speci�c parameters, the initial solution and the string length have

an explainable behavior.

Conversely, the generic parameters have no signi�cant e�ect on the �nal solu-

tion. No further conclusions can be drawn for this latter group of parameters.

7.2.2 Simulated Annealing metaheuristic

The AID-analyses for the SA heuristic are performed on 32 solutions per pro-

blem for move type SC and 64 solutions for move types SE, SR and SM. These

solutions were obtained by combining the six parameters of the SA implemen-

tation. The di�erent number of replications is explained by the fact the string

length K is not relevant for move type SC.

Initial solution (S). The quality of the initial solution seems to be somewhat
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less important for the SA heuristic than for the LI heuristic. The e�ect of the

initial solution on the �nal solution is for a larger part of the problems signi-

�cant. However, good initial solutions do not always produce the signi�cantly

better �nal solutions. For about a half of the problems, the signi�cantly better

�nal solutions are obtained with a good initial solution.

This demonstrates the greater independence of the SA heuristic of the qu-

ality of the initial solution. A reason for this phenomenon can be the great

variability of the SA heuristic and its ability to escape from a local minimum

fast.

String Length (K). The results for the string length K have to be moderated

somewhat in the case of the SA metaheuristic. Due to the random selection of

a move, there is no certainty on the proportion of moves with K=1 and with

K=2. In an extreme case, all accepted moves could have the same string length.

The results reveal that for about half of the problems the string length K=2

gives signi�cantly better solutions. Although the dominance of K=2 in the best

solution is observed for most problems, any inferences are pure conjecture due

to the above-mentioned uncertainty.

Range delimiter (D). A number of tendencies can be deduced from the AID-

analyses of the 15 problems for the travel time restriction as range delimiter.

A travel time restriction gives signi�cantly better solutions in cases where the

routes of the initial solution are well-separated and/or the only side-constraints

are capacity constraints. In these cases, the travel time restriction somewhat

prevents the selection of moves which cause a substantial deterioration of the

objective function value.

An implementation without travel time restriction gives signi�cantly better

solutions for problems with a constraining geographic structure, which mostly

contains clustered stops.

For most problems with time-windows, no travel time restriction is requi-

red to generate better and often even signi�cantly better solutions. The time-

windows play the role of range delimiter for these problems, because they hinder

the selection of moves which considerably worsen the objective function value.

Acceptance fraction (A). The acceptance fraction has a signi�cant e�ect

on the �nal solution for only a very small part of the problems. No dominant

value of A is observed, even if only the value of A in the best �nal solution

is considered. The results are approximately comparable for the four types of

move.

These results imply that the di�erences in the initial temperature caused by

the di�erent acceptance fractions, 0.30 en 0.50, only give signi�cantly di�erent

solutions for a very limited number of problems.

Temperature reduction fraction (R). The signi�cant e�ect of the cooling
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rate R occurs only for a small number of problems. Nevertheless, by considering

only the value of R in the best �nal solution, a dominance of R=0.90 is clearly

observed. This indicates that a slow cooling mostly yields better solutions.

Our observations con�rm the �ndings of Johnson et al. (1989).

Obviously, the processing time required for a slow cooling (R=0.90) is con-

siderably higher than that for a fast cooling (R=0.70).

Critical acceptance ratio (L). There is no single problem of the four move

types for which the critical acceptance ratio gives signi�cantly di�erent soluti-

ons. Moreover, for a large number of problems, both values of L give the same

best solutions. This means that for these problems, the percentage of accepted

moves during the last �ve temperature reductions of the process was already

inferior to the lower of both values of L, i.e. 0.01.

As far as the type of move is concerned, it can be observed that the types SR

and SM are signi�cantly better for problems 8 to 15. This can be explained by

the ability of both move types to reduce the number of routes. The advantage of

the SM over the SR occurs when the number of routes is reduced to the minimal

number where no further relocations can be performed. The SM can continue

with the exchange of stops in such situations.

For problems 1 to 7, signi�cantly better solutions are obtained with SE for

problems 1 to 4 and with SC for problems 5 to 7. The signi�cantly better solu-

tions of the SC for problems 5 to 7 can possibly be related to the long routes of

these problems. The exchange of entire route segments as is done with the SC

can possibly increase the probability of obtaining a greater improvement in the

objective function value.

As a conclusion, we can state that the problem-speci�c parameter, the initial

solution, the string length and the range delimiter, usually have a signi�cant

e�ect on the �nal solution. Moreover, their e�ects can more or less be related

to the problem characteristics.

As far as the generic parameters are concerned, no consistent signi�cant ef-

fect is observed. Only for the parameter representing the cooling rate, it can

be observed that a slow cooling is most often better. No clear dominant values

can be observed either for the parameters representing the acceptance ratio for

determining the initial temperature, or for the critical acceptance ratio.

7.2.3 Tabu Search metaheuristic

Combining the values of the �ve parameters of the TS heuristic gives rise to 96

solutions per problem if the move type is SE, SR or SM. For the move type SC,

48 solutions are available for the AID-analyses because the parameter string

length, K, is not relevant.
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Initial solution (S). For almost all problems of the four move types, the

good initial solution gives signi�cantly better �nal solutions. This high degree

of dependency of the TS heuristic on the good quality of the initial solution

can be explained by the traditional path followed by the objective function of

the TS heuristic. First, the objective function value descends as far as possible.

Once it arrived at the point where no further improvements can be performed,

the TS heuristic tends to stagnate and starts to oscillate. Consequently, the

quality of the initial solution is determining for the quality of the �nal solution,

just like for the LI heuristic.

String Length (K). The analyses reveal that a string length of K=2 stops

is signi�cantly better than K=1 stop if a move with K=2 can, in essence, not

be substituted by two moves with K=1. This means that K=2 gives signi�-

cantly better solutions for the SE, particularly for problems where exchanges of

unequal string lengths are allowed (problems 8 to 15).

For the SR move type, the string length has a signi�cant e�ect on half of

the problems. For most of these problems K=1 is signi�cantly better. This is

explained by the above-mentioned principle of substitution.

The string length K=2 is signi�cantly better for �ve out of eight problems

in the case of move type SM.

On average, the processing time for K=2 is twice as much as the one for K=1.

Length of tabu list (L). The e�ect of parameter L is signi�cant only for a mi-

nority of problems. Even if only the value of L in the best solution is considered,

no meaningful deduction can be made with respect to the length of the tabu list.

Iterations for adapting tabu list length (I). The problems for which the

di�erent values of parameter I give signi�cantly di�erent solutions are not nume-

rous. Even by considering only the value of I in the best solution, no inferences

can be made. For the move of type SC, a light preference in favor of the use of

a dynamic tabu list is observed.

The limited e�ect of the tabu list length and its adaptation con�rms the �n-

dings of Pureza and Fran�ca (1991), Semet and Taillard (1993), Osman (1991)

and Osman (1993).

Long-term memory (G). For almost all problems, it can be observed that

an implementation with a long-term memory gives signi�cantly worse solutions

than the implementation without it. This can be explained by the fact that the

use of a long-term memory hinders the selection of more favorable stops because

they carry a high associated penalty. Consequently, the least favorable stops

are involved in the move, which mostly cause a considerable worsening of the

objective function value. This diversi�cation strategy induces a greater variety

in the path of the objective function value.
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Gendreau et al. (1992) suggest that bad results obtained with a long-term

function can possibly be caused by the inappropriateness of the constants 0.1

and 0.5 in formula 6.5.

The computing time for the implementation with a long-term memory is so-

mewhat more time-consuming than the one without because of the calculation

of the penalty function for every stop involved in a move.

With respect to the type of move, it can be observed that the SM is mostly

included in the signi�cantly best move types for the problems 8 to 15. For the

problems 1 to 7, a light dominance in favor of the SE is observed.

The conclusion for the TS is much like these of the two previous heuristics.

The signi�cant e�ect of the problem-speci�c parameters can mostly be related

to the problem characteristics. The most important deduction for this group of

parameters is the dependency of the quality of the �nal solution upon that of

the initial solution.

Only for one generic parameter reliable conclusions can be drawn. The use

of the long-term memory gives signi�cantly worse solutions for the majority of

problems.

7.3 Heuristic analysis of the improvement heu-

ristics

The heuristic analysis of the improvement heuristics is di�erent from that of the

initial heuristics. Initial heuristics have a clear stopping criterion, i.e. when all

stops are routed and a feasible solution is obtained. Consequently, a comparison

of the best solutions, independently of the computing times, is permitted for

initial heuristics.

As far as the stopping criterion of the improvement heuristics is concerned,

only the LI has one. The TS and SA metaheuristics have no unambiguous

stopping criteria. The computing time of both heuristics highly depends on the

value assigned to the parameters. Nevertheless, it remains di�cult to estimate

the processing time of the SA and TS heuristics. Moreover, the probability of

�nding a better �nal solution increases with the run time. A simple comparison

of the �nal solution of the three improvement heuristics without taking into

account the run time is not appropriate.

A point of comparison with the heuristic analysis of the initial heuristics, is

that only the best �nal solution of each of the three heuristics for each problem

is considered.



116 7.3 Heuristic analysis of the improvement heuristics

Figure 7.1: Example of the path of the objective function value for the LI, TS

and SA heuristics. The dashed vertical lines represent the minima attained by

one of the heuristics.

An alternative for comparing the improvement heuristics dynamically is

required. The speci�c feature of the dynamic analysis is that not only the

�nal solutions of the three improvement heuristics are compared, but also their

intermediary solutions at various time points. Three time points are conside-

red, corresponding to the time at which the best �nal solution of each individual

heuristic is obtained.

The dynamic heuristic analysis is performed with the LI, SA and TS improve-

ment heuristic for each of the four types of move and for each problem separately.

A statistical analysis of the di�erent solutions is not meaningful, because it

is not clear at which time point to perform the analysis without (dis)favoring

one of the three heuristics.

An important analysis tool for the dynamic heuristic analysis is the graphical

representation of the path of the objective function value of each heuristic versus

computing time. An example is given in �gure7.1.

The path of the objective function of the LI heuristic is represented by a

straight line connecting the initial with the �nal solution value.

With respect to the SA, the objective function value of the best solution and

its run time are registered at each temperature reduction. Consequently, the

SA is represented by a monotonic descending curve. The recording of the best

solution found during a temperature reduction instead of the current solution

at the time of the temperature reduction can be justi�ed as follows. If the

current solution at the time of the temperature reduction were saved, it would

not possible to know the best solution if it was reached before the moment of the

temperature reduction. The drawback of this approach is that deteriorations

of the objective function value are not registered. The only alternative to this
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approach would have been to record every move performed. However, this

would make the graph less clear. Moreover, we are primarily interested in the

improvement instead of the worsening of the objective function value of the SA

heuristic.

The objective function value of the TS heuristic is recorded at each iteration.

In the graph, the path of the objective function value can be identi�ed by its

oscillating nature.

The three dashed vertical lines represent the three time points corresponding

to the minima obtained by the individual heuristics.

Beside the graph, a tabular representation is also proposed.

In what follows, the dynamic heuristic analysis is described for each type of

move separately.

7.3.1 String Cross

Table 7.2 on page 119 presents the objective function values of the three heu-

ristics, with move type SC, observed at the three time points considered. A

number of interesting �ndings can be deduced from this table and the graphs C.1

to C.15 on pages 145 to 149.

It is observed that the LI heuristic never gives the best �nal solution. The

LI heuristic reaches its minimum value for all problems at the �rst minimum

and this �nal solution is better than the best solutions obtained by the SA and

TS heuristics at that point.

The path of the objective function of the TS heuristic is similar to that

of the LI heuristic, but delayed with a few seconds. The TS performs moves

which improve the objective function value as long as possible. Consequently,

the objective function value of the TS equals the �nal solution of the LI heu-

ristic a few seconds later. This delay is caused by the updating of the tabu

list and, if required, by the calculations for the long-term memory. The largest

di�erences at the �rst minimum are limited to 7% if the same initial solution

is used, but can rise to 98% (cfr. problem 4) if a di�erent initial solution is used.

At the time of the second minimum, both metaheuristics give better solutions

than the LI heuristic. For nine problems, the SA gives the best solution, for the

remaining six the TS. For thirteen problems, the �nal solution attained at the

second minimum corresponds to the best solution found at that time.

The SA gives the best solution for six problems at the time of the second

minimum, the TS for eight. An ex-aequo is observed for problem 1.

The same indecisive situation is observed at the time of the third minimum.

For problems 10 and 14 the best solution is obtained with the SA at minimum 2
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and with the TS at minimum 3. For problems 5, 6 and 8 it is vice-versa. For

the remaining ten problems, the metaheuristic which yields the best solution

at the second minimum, also yields the best solution at the time of the third

minimum.

These results do not permit us to indicate which metaheuristic is best for

move type SC, even if only the �nal solutions are considered. For eight problems,

the di�erence between both metaheuristics is 1% or less. For the remaining pro-

blems this di�erence never exceeds 4%.

By considering the graph of the path of the objective function value for the

three heuristics, the following observation can be made.

The path for the TS is for most problems similar. First a sharp decline and

then stagnation. The stagnation phase is explained by the fact that in absence

of improving moves, the least worsening moves are selected. Consequently,

radical changes in the path of the objective function value are not observed.

The variations observed in the TS path of problems 1, 6 and 8 are caused by

the diversi�cation strategy through the use of the long-term memory.

The path of the objective function value of the SA heuristic is similar for the

problems 5, 6, 8, 9 and 11. The common feature is the long time after which

the current solution drops beneath the value of the initial solution. This can be

explained by the fact that the moves executed at the begin of the process cause

such a high deterioration of the objective function value that it takes quite a lot

of moves before the current solution again approaches the initial solution.

For the problems 13 to 15, the solution of the SA drops very fast. This can pos-

sibly be explained through the binding e�ect of time-windows, which prevents

crossings inducing a large increase in travel time.

Table 7.2 illustrates the dynamic comparison of the objective function values

of the LI, SA and TS heuristics with move type SC at the three time points cor-

responding with the minimum of each heuristic. The symbol '*' indicates which

heuristic attains its minimal value after the given run time. The best solution of

the three heuristics at each time point is printed in bold face. The column at the

right of each cell contains the relative di�erence with respect to the best solution

at that time point. Times are given in seconds on a 80486DX/33Mhz. proces-

sor. Tables 7.3 to 7.5 (cfr. infra), for move types SE, SR and SM, respectively,

have a same legend.

7.3.2 String Exchange

Table 7.3 on page 121 contains the numerical dynamic comparison of the three

improvement heuristics for the 15 problems. A number of observations can be

deduced based on this table and on the graphs C.16 to C.30 on pages 150 to 154.
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Problem Initial Minimum 1 Minimum 2 Minimum 3

1 Time 5 240 1006

LI 1245 1233(*) 1233 0.02 1233 0.03

TS 1245 1245 0.01 1213 1192(*)

SA 1245 1245 0.01 1213(*) 1213 0.02

2 Time 30 142 384

LI 1703 1610(*) 1610 0.01 1610 0.01

TS 1703 1637 0.02 1580(*) 1580

SA 2352 2220 0.25 1882 0.20 1613(*) 0.01

3 Time 2 113 480

LI 1781 1774(*) 1774 0.01 1774 0.01

TS 1781 1781 0.01 1768 1763(*)

SA 1781 1781 0.01 1770(*) 0.01 1770 0.01

4 Time 7 17 35

LI 1671 1590(*) 1590 0.01 1590 0.01

TS 1671 1602 0.01 1577(*) 1577

SA 3094 3094 0.98 2365 0.50 1639(*) 0.04

5 Time 59 846 1413

LI 1072 1019(*) 1019 0.03 1019 0.05

TS 1072 1022 0.01 988(*) 988 0.01

SA 1266 1266 0.24 1192 0.21 975(*)

6 Time 83 3076 4286

LI 1105 1051(*) 1051 0.04 1051 0.07

TS 1105 1083 0.03 1015(*) 1015 0.04

SA 1105 1105 0.05 1023 0.01 979(*)

7 Time 67 502 2766

LI 1097 1070(*) 1070 0.03 1070 0.04

TS 1097 1097 0.03 1040 1032(*)

SA 1332 1332 0.24 1053(*) 0.01 1053 0.02

8 Time 50 390 2184

LI 1251 1198(*) 1198 0.03 1198 0.04

TS 1251 1247 0.04 1154(*) 1154

SA 1251 1251 0.04 1251 0.01 1106(*) 0.02

9 Time 5 219 303

LI 2089 2009(*) 2009 0.11 2009 0.11

TS 2089 2089 0.04 1940 0.07 1841(*) 0.01

SA 2089 2089 0.04 1818(*) 1818

10 Time 7 223 340

LI 1202 1141(*) 1141 0.03 1141 0.04

TS 1202 1182 0.04 1106 0.01 1097(*)

SA 1588 1588 0.39 1102(*) 1102 0.01

11 Time 37 148 680

LI 1386 1303(*) 1303 0.07 1303 0.07

TS 1386 1313 0.01 1298 0.07 1261(*) 0.04

SA 1386 1386 0.06 1215(*) 1215

12 Time 42 151 157

LI 2212 1830(*) 1830 0.04 1830 0.04

TS 2212 1876 0.03 1754(*) 1754

SA 2212 1904 0.04 1789 0.02 1784(*) 0.02

13 Time 6 64 395

LI 1235 1127(*) 1127 0.06 1127 0.06

TS 1235 1198 0.03 1102 0.04 1064(*) 0.01

SA 1235 1188 0.05 1062(*) 1062

14 Time 11 83 380

LI 3011 2857(*) 2857 0.07 2857 0.08

TS 3692 3692 0.30 2915 0.09 2640(*)

SA 3692 3692 0.30 2663(*) 2663 0.01

15 Time 35 108 226

LI 1398 1236(*) 1236 0.06 1236 0.06

TS 1398 1270 0.03 1179 0.01 1169(*) 0.01

SA 1398 1331 0.07 1165(*) 1165

Table 7.2: Heuristic analysis of LI, TS and SA with move type SC.
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For thirteen out of �fteen problems, the LI heuristic is the �rst minimum.

For problems 3 and 4, the �nal solution of the SA heuristic corresponds to the

�rst minimum. For both problems, the LI heuristic departs from the bad initial

solution. Consequently, the processing time of the LI heuristic is large due to

the large number of moves to be performed. However, the di�erences observed

between the SA and LI heuristics at the time of the �rst minimum are almost

negligible (<1%).

For problems 12 and 14, the �nal solution of the LI heuristic is not the

�rst minimum. At that time point, the intermediary solution of the SA is

already better than the �nal solution of the LI heuristic. This can possibly

be explained by the presence of time-windows in both problems, which prevent

moves increasing the total travel time considerably.

In case the �nal solution of the LI heuristic is the best solution at the time

of minimum 1, it is observed that the results of both metaheuristics can be up

to 7% worse with the same initial solution and up to 56% with a di�erent initial

solution.

The �nal solution of the SA heuristic is obtained for ten problems at the

time of the second minimum. Only for three of these problems, the best �nal

solution of minimum 2 remains the best �nal solution at the third minimum

time point.

The best �nal solution, independently of the computing time, is obtained

with the SA heuristic for only �ve problems. The best overall �nal solution for

all remaining problems is obtained with the TS heuristic. However, for most

problems the di�erence between the �nal solutions of the SA and TS heuristics

does not exceed 5%.

The best solution for the TS is mostly obtained after the longest run time

of the three heuristics. For most problems the speci�c path for the objective

function of the TS heuristic is observed, i.e. descending as long as possible,

followed by stagnation and oscillation. For most of these problems, a solution

slightly worse than the �nal solution has already been reached a large number

of iterations before. Consequently, a more e�cient stopping criterion for the

TS heuristic could be the termination after a �xed number of iterations without

improvement of the current best solution.

The path of the TS for the problems 9 and 12 is highly variable due to the

use of the long-term memory.

For the time-window problems 12 to 15, the speci�c path of the objective

function of the SA is observed. The SA reaches its �nal solution very fast, pro-

bably due to the time-windows which prevent the selection of very deteriorating

moves. The �nal solutions for two out of four time-windows problems are ob-

tained with the SA. The TS heuristic yields the best �nal solution for the two

remaining problems. However, the time required for the TS to reach its best

�nal solution is high in comparison to that of the SA.
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Problem Initial Minimum 1 Minimum 2 Minimum 3

1 Time 56 306 4120

LI 1245 1158(*) 1158 0.01 1158 0.01

TS 1245 1199 0.03 1155 0.01 1143(*)

SA 1245 1245 0.07 1144(*) 1144 0.01

2 Time 68 421 3503

LI 1703 1609(*) 1609 0.01 1609 0.01

TS 2352 2193 0.36 1903 0.20 1591(*) 0.01

SA 1703 1703 0.06 1585(*) 1585

3 Time 138 177 638

LI 2726 1756 0.01 1756(*) 0.01 1756 0.01

TS 1781 1762 0.01 1762 0.01 1751(*)

SA 1781 1752(*) 1752 1752 0.01

4 Time 169 193 265

LI 3049 1487 0.01 1487(*) 0.01 1487 0.01

TS 1671 1495 0.01 1495 0.01 1476(*) 0.01

SA 1671 1486(*) 1486 1486

5 Time 249 4417 5346

LI 1072 1030(*) 1030 0.03 1030 0.03

TS 1072 1037 0.01 998(*) 998

SA 1072 1072 0.04 1072 0.07 1014(*) 0.02

6 Time 172 2501 4595

LI 1105 1037(*) 1037 0.05 1037 0.05

TS 1105 1067 0.03 984(*) 984

SA 1105 1105 0.06 1105 0.11 1037(*) 0.05

7 Time 69 888 1164

LI 1097 1096(*) 1096 0.04 1096 0.06

TS 1097 1097 0.01 1067 0.01 1038(*)

SA 1097 1097 0.01 1055(*) 1055 0.02

8 Time 680 2081 2667

LI 1251 1200(*) 1200 0.05 1200 0.08

TS 1251 1209 0.01 1157 0.02 1114(*)

SA 1251 1251 0.04 1137(*) 1137 0.02

9 Time 72 207 387

LI 2089 1852(*) 1852 0.03 1852 0.03

TS 2543 1907 0.03 1800(*) 1800 0.01

SA 2089 2544 0.37 2207 0.11 1799(*)

10 Time 33 323 2229

LI 1202 1098(*) 1098 0.01 1098 0.04

TS 1202 1141 0.04 1114 0.02 1052(*)

SA 1588 1564 0.42 1094(*) 1094 0.04

11 Time 131 359 372

LI 1386 1250(*) 1250 0.03 1250 0.06

TS 1386 1269 0.01 1238 0.02 1174(*)

SA 1948 1948 0.56 1217(*) 1217 0.04

12 Time 105 259 5021

LI 2212 1955(*) 0.04 1955 0.05 1955 0.05

TS 2212 2035 0.06 1988 0.06 1877(*) 0.01

SA 2212 1926 1866(*) 1866

13 Time 48 215 2765

LI 1235 1108(*) 1108 0.05 1108 0.09

TS 1235 1168 0.05 1116 0.07 1019(*)

SA 1235 1149 0.04 1046(*) 1046 0.03

14 Time 36 280 3022

LI 3011 2868(*) 0.03 2868 0.12 2868 0.17

TS 3011 2890 0.04 2769 0.08 2443(*)

SA 3011 2781 2558(*) 2558 0.04

15 Time 116 2078 1843

LI 1398 1219(*) 0.05 1219 0.07 1219 0.07

TS 1398 1259 0.08 1215 0.07 1149(*) 0.01

SA 1398 1161 1135(*) 1135

Table 7.3: Heuristic analysis of LI, TS and SA with move type SE.
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7.3.3 String Relocation

For the move of type SR, only problems 8 to 15 yield meaningful solutions.

Based on the graphs C.31 to C.38 on pages 155 to 157 and on table 7.4 on

page 123, a number of deductions can be made.

Again, the dominance of the LI heuristic is observed at the time of the �rst

minimum. The beginning of the path associated with the TS heuristic closely

resembles that of the LI, i.e. a descending path. However, the path of the TS

is delayed in time in comparison with that of the LI due to the tabu list ma-

nagement. The �nal solution of the LI is on average up to 2% better than the

intermediary solution of the TS. Exceptionally for problem 12, this di�erence

amounts 7%.

Special mention needs to be made for problem 9. The TS heuristic is blocked

after performing a move which reduces the number of routes from 11 to 10. No

move of type SR can be performed any more with 10 routes. Consequently, the

TS heuristic stopped prematurely. The LI with move type SR can avoid this

exceptional situation by using the �rst improvement selection strategy. The

SA heuristic also avoids the ultimate selection of the move which reduces the

number of routes.

For problems 10 and 11, the same phenomenon is observed, be it that the TS

heuristic becomes blocked at a much later time point.

For most problems, the LI yields the best solution at minimum 1. For pro-

blem 13 and 14, however, the intermediary solution of the SA heuristic is already

better than the �nal solution of the LI heuristic. This can probably be explained

by the e�ect of time-windows which prevent the selection of highly deteriorating

moves. This is even more true in the case of SR than in the cases of SC and

SE, because a relocation is di�cult to perform in the case of time-windows.

The path of the objective function value for the SA is comparable for all time-

window problems 12 to 15.

For six out of eight problems, the �nal solution at minimum 2 corresponds

with that of the SA. For �ve of the six problems mentioned (11 to 15), this

solution is the best at that second time point. This not true for problems 8

and 10. By analyzing the graphical representation, it is observed that it takes

quite a long time for the objective function value to descend beneath the ini-

tial solution value. For problem 8 this can probably be explained by the route

sequence imposed by the mixed pick-ups and deliveries, which makes relocation

more di�cult.
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The membership of the best �nal solution at the third minimum is perfectly

balanced between the SA and TS heuristics. The computing time at minimum

3 is usually higher if the �nal solution is obtained by the TS heuristic. As

mentioned earlier, a stopping criterion in the sense of a �xed number of stops

without improvement or a range delimiter for limiting the number of moves

evaluated would reduce the run time for the TS heuristic. The idea of a range

delimiter for the TS has also been proposed by Semet and Taillard (1993).

The stagnation phase, successive to the decline phase observed in the path of the

objective function of the TS heuristic is not observed for the SA. The stopping

criterion used for the SA heuristic prevents stagnation.

Problem Initial Minimum 1 Minimum 2 Minimum 3

8 Time 99 823 2279

LI 1251 1128(*) 1128 0.06 1128 0.06

TS 1251 1132 0.01 1067(*) 1067

SA 1251 1251 0.11 1251 0.17 1098(*) 0.03

9 Time 9 10 142

LI 2089 1969(*) 1969 1969 0.07

TS 2089 2017 0.02 2017(*) 0.02 2017 0.10

SA 2089 2089 0.06 2089 0.06 1833(*)

10 Time 50 261 268

LI 1202 1108(*) 1108 0.01 1108 0.03

TS 1202 1120 0.02 1097 1075(*)

SA 1202 1202 0.08 1108(*) 0.01 1108 0.03

11 Time 67 167 372

LI 1386 1252(*) 1252 0.03 1252 0.03

TS 1386 1267 0.01 1263 0.04 1247(*) 0.02

SA 1386 1343 0.07 1220(*) 1220

12 Time 47 234 381

LI 2212 1844(*) 1844 0.14 1844 0.14

TS 2212 1968 0.07 1699 0.05 1678(*) 0.04

SA 2212 2078 0.013 1616(*) 1616

13 Time 23 141 349

LI 1235 1134(*) 0.00 1134 0.15 1134 0.15

TS 1235 1156 0.02 1045 0.06 990(*) 0.01

SA 1235 1133 983(*) 983

14 Time 244 804 1312

LI 3692 2681(*) 0.11 2681 0.14 2681 0.14

TS 3011 2691 0.12 2437 0.04 2345(*)

SA 3692 2382 2350(*) 2350 0.01

15 Time 49 131 712

LI 1398 1248(*) 1248 0.11 1248 0.13

TS 1398 1271 0.02 1170 0.04 1106(*)

SA 2162 1301 0.03 1120(*) 1120 0.01

Table 7.4: Heuristic analysis of LI, TS and SA with move type SR.

7.3.4 String Mix

Similar to the SR, the SM is only meaningful if applied to problems 8 to 15. For

problems 1 to 7, the move of type SM gives the same solutions as obtained with

the SE. Following deductions result from the analysis of table 7.5 on page 127
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as well as the graphs C.39 to C.46 on pages 158 to 160.

For six out of eight problems, the �rst minimum corresponds to the �nal so-

lution of the LI heuristic. At that moment the �nal solution of the LI heuristic

is the best solution of the three heuristics for only four out of eight problems.

For problems 12 and 13 the SA solution is already better.

For problems 14 and 15, the �nal solution of the SA heuristics is obtained at

minimum 1. This solution is also better than that of the LI heuristic at that

moment.

These observations for problems 12 to 15 can probably be explained by the bin-

ding e�ect of time-windows, which limits the selection of moves, which cause

a high deterioration of the objective function value in the beginning of the SA

process.

Moreover, the run time of the LI heuristic is more a�ected in cases where many

improvements have to be performed. Due to the random selection of moves, the

run time of the SA heuristic is less a�ected.

The di�erences between the solutions of the three heuristics at the �rst time

point amount at most to 11% if a same initial solution is used and 49% for

di�erent initial solutions.

At minimum 2, the SA has reached its �nal solution for seven out of eight

problems. The exception is problem 8, for which the TS heuristic obtains it

�nal solution. The path of the SA heuristic for problem 8 shows that it takes a

long time for the objective function value to descend beneath the initial solution

value. As mentioned for the SR move type, this is probably due to the route

sequence imposed by the mixed pick-ups and deliveries, which hinders easy ran-

dom selections of moves.

While considering minimum 3, it is observed that the TS heuristic yields the

�nal best solution for six problems. Otherwise, the SA solution is better.

Again, the typical path of the objective function value is observed for the TS,

i.e. a descent followed by a stagnation. The same observations for the TS with

a move of type SM have been made by Pureza and Fran�ca (1991).

Again, the path of objective function value of the TS permits a formulation of

recommendations with respect to the stopping criterion and the range delimiter

in order to speed up the TS heuristic.

The di�erences between the �nal solutions of the SA and TS heuristics, never

exceed 4%.

The conclusions by Osman (1993) of the implementation of the three impro-

vement heuristics equipped with his �-mechanism, are not di�erent from ours.
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7.4 Conclusions for the analyses of the impro-

vement methods

The analyses of the improvement heuristics were performed on a reduced test

set of �fteen problems. The limited number of problems is justi�ed by the li-

mited external validity of the results, caused by the generic parameters of the

improvement heuristics.

The behavior of the parameters of the improvement methods turned out to

be polarised.

The observations made for the problem-speci�c parameters revealed that

their e�ect is mostly signi�cant and can be related to the problem-characteristics.

Important conclusions are the high dependency of the TS and LI heuristics

on the quality of a good initial solution and the signi�cantly better solutions

obtained with a move with a string of two stops for situations where it cannot

be substituted by two moves with a string of one stop each.

Especially for the SA heuristic, the range delimiter gives better solutions

when used for problems with a homogeneous spread of stops and/or well sepa-

rated routes without time-windows.

With reference to the type of move used, a slight dominance of the SM is

observed. For problems 1 to 7, where no relocations were possible, the SM oc-

curs in the shape of the SE.

As far as the behavior of the genetic parameters is concerned, it is obser-

ved that their e�ect is mostly not signi�cant and that their values can hardly

be related to the problem characteristics. However, for two parameters some

deductions could be made. The �rst, the cooling rate of the SA heuristic gives

better results with slow cooling.

Second, the results demonstrate that the use of the long-term memory predo-

minantly gives signi�cantly worse results.

The relative behavior of the three heuristics has been analyzed by means

of a dynamic comparison of the objective function values at three time points.

These time points correspond to the minimal value of the objective function

value of each of the three heuristics. The main �ndings of this analysis can be

summarized as follows.

The �nal solution of the LI heuristic is usually the �rst minimum encounte-

red. This LI solution is mostly better than the intermediary SA and TS solution

at that time point. Only for some problems with time-windows, the solution of

the SA is already better at the �rst minimum.

For the time points corresponding to minima 2 and 3 the best solutions are

obtained with the TS and SA heuristics. The results of the analysis do not show

a preference of one over the other.
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The SA heuristic tends to produce a �nal solution in less run time than the

TS heuristic. The speci�c path of the objective function value of the TS value

indicates that the heuristic can be speeded up by stopping after a �xed number

of iterations without improvement and by using a range delimiter for restricting

the number of moves to be evaluated at each iteration. Moreover, the di�erence

of the �nal solutions between the SA and TS rarely exceeds 4%.

A �nal remark is the comparison of the �nal results of the initial with those

of the improvement heuristics for the �fteen problems of the reduced test set. A

remarkable observation is that the best �nal solution obtained with one of the

three improvement heuristics is better than the best solution obtained with one

of the initial heuristics only for eight out of the �fteen problems. This indicates

that the quality of the initial heuristics remains very important. Moreover, the

initial heuristic generates an initial solution in a very short time as opposed to

that of the improvement heuristic. In addition, the TS and LI heuristics are

highly dependent on the quality of an initial solution. All these arguments allow

us to conclude that it is worth spending much e�ort on conceiving a good initial

heuristic, while subsequently this good initial solution can further be improved

by an improvement heuristic if su�cient run time and computer resources are

a�ordable.
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Problem Initial Minimum 1 Minimum 2 Minimum 3

8 Time 150 735 2624

LI 1251 1125(*) 1125 0.05 1125 0.05

TS 1251 1137 0.01 1069(*) 1069 0.01

SA 1251 1251 0.11 1251 0.17 1068(*)

9 Time 25 119 1181

LI 2089 1876(*) 1876 0.03 1876 0.05

TS 2089 1966 0.05 1856 0.02 1790(*)

SA 2089 2086 0.11 1818(*) 1818 0.01

10 Time 85 364 669

LI 1202 1064(*) 1064 0.02 1064 0.02

TS 1202 1106 0.04 1049 1045(*)

SA 1588 1588 0.49 1063(*) 0.02 1063 0.02

11 Time 119 349 2261

LI 1386 1205(*) 1205 0.01 1205 0.04

TS 1386 1261 0.05 1225 0.02 1160(*)

SA 1386 1386 0.15 1187(*) 1187 0.02

12 Time 251 350 2654

LI 2212 1770(*) 0.04 1770 0.04 1770 0.04

TS 2212 1809 0.06 1770 0.04 1713(*) 0.01

SA 2212 1700 1696(*) 1696

13 Time 82 165 349

LI 1235 1058(*) 0.01 1058 0.06 1058 0.07

TS 1235 1088 0.04 1050 0.06 989(*)

SA 1235 1044 998(*) 998 0.01

14 Time 171 183 1915

LI 3692 2645 0.09 2645(*) 0.09 2645 0.13

TS 3011 2784 0.14 2725 0.12 2337(*)

SA 3011 2435(*) 2435 2435 0.04

15 Time 119 131 1903

LI 1398 1182 0.06 1182(*) 0.06 1182 0.09

TS 1398 1242 0.11 1202 0.08 1083(*)

SA 1398 1118(*) 1118 1118 0.03

Table 7.5: Heuristic analysis of LI, TS and SA with move type SM.



Chapter 8

Synthesis and guidelines for

further research

The primary contribution of this work is the analysis of a set of heuristics for

solving the VRP. The behavior of eleven initial and three improvement heu-

ristics has been analysed on a parametric and on a heuristic level. The �ndings

can be summarized as follows.

For the analysis of the behavior of the initial heuristics, seven test sets each

compassing sixty problems were produced, based on a geographical basic set

of sixty problems. This basic set was constructed on three criteria: the lo-

cation of the depot, the grouping of the customers, and the spreading of the

customers. The addition of customer-related, vehicle-related and time-related

side-constraints to this basic set, gave rise to seven test sets of each sixty pro-

blems.

The test sets were kept as deterministic as possible to ensure the internal

validity of the results, i.e. analysing what has to be analysed. The main disad-

vantage of the use of a deterministic problem set turned out to be the existence

of pathological problems. These pathological problems are a threat to the in-

ternal validity of the results.

Automatic Interaction Detection has proven to be a valuable analytical tool

for the parametric analyses. AID allows the detection of the signi�cant e�ect

of a parameter on the solution value. Moreover, the sets of signi�cantly better

values of a parameter can be distinguished.

Table 8.1 contains an overview of the parametric analysis of the initial heu-

ristics for the seven test sets. The main conclusion of the parametric analysis

is that, in essence, the parameters of the initial heuristics can be classi�ed into

128
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two separate groups.

The �rst group of parameters represents parameters containing the combina-

tions of the continuous weights of the selection criteria of the initial heuristics.

The selection criterion refers to either the savings criteria, the insertion and

selection criteria or the assignment costs.

The common characteristics of these parameters is that their signi�cantly bet-

ter values show consistency throughout the seven test sets. The in
uence of the

geographical structure and/or the type of side-constraint on the signi�cantly

better values is rather limited. This indicates a certain problem independency

of the values of these parameters.

The transferability of the �ndings for these parameters to other comparable

problems is not excluded. Moreover, the signi�cantly better values are conse-

cutive values for a number of these parameters. This observation allows us to

suggest that the intermediary values between the signi�cantly better values are

also signi�cantly better. Before stating this, however, further research is requi-

red.

Most parameters of the second group demonstrate a higher degree of pro-

blem dependency. The signi�cant e�ect and the signi�cantly better values of

these parameters vary with the side-constraints and/or with the geographical

structure of the VRP. This group contains, among others, parameters represen-

ting the initialization procedures for sequential and non-sequential heuristics.

Due to its nature, the sequential initialization procedure tends to have less in-


uence on the solution value than the simultaneous initialization procedure.

Sequential heuristics pursue maximal capacity utilization of the vehicles, while

non-sequential heuristics act upon the structures of the routes and thus more

directly on total travel time. This can also be deduced from the analyses: the

simultaneous initialization procedures have a signi�cant e�ect on the solution

value for almost all problems. However, their signi�cantly better values do de-

pend on the problem characteristics and/or the side-constraints. Nevertheless,

conclusions can be drawn at a higher level of aggregation than at the individual

problem level.

As far as the sequential initialization procedure is concerned, not only its signi-

�cantly better values but also the signi�cance of its e�ect is dependent on the

problem characteristics and/or the side-constraints. However, this dependency-

relation is not always clear.

At worst, conclusions for the other parameters of this second group are only

possible at the lowest aggregation level, i.e. the individual problem level.

In essence, the �ndings of the parameters of this second group are less

transferable than those of the �rst group. Transferability is limited to similar

problems with respect to the problem characteristics and/or the side-constraints.

The heuristic analysis of the initial heuristics is essentially a statistical ana-
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Heuristics Parameters G1 G2 G3 P1 P2 T1 T2

SN I - - - { - + +

P - - - - - - - - -+ -+ -+

A - - - - - - + - - - - - -

C + +

PN S -+ + - - -+ -+ -+

SS I -+ -+ -+ + + + +

P - - - - + -+ -+

A - - - - - - + - - - -

C ++ ++ ++ ++ ++ ++ ++

PS S + + + + + + +

C ++ ++ ++ ++ ++ ++ ++

GS P - - - - - - - - - - - - - -

SI I - - - - - -+ -+ -+

M,L,E ++ ++ ++ ++ ++ + +

PI S + + + + + + +

M,L,E ++ ++ ++ ++ ++ + +

PAI S + + + + + + +

R -+ -+ -+ -+ -+ -+ -+

E ++ ++ ++ ++ ++ ++ ++

GA P -+ -+ -+ -+ -+ - -

S + + + + + + +

R -+ -+ -+ -+ -+ -+ -+

E ++ ++ ++ ++ ++ ++ ++

TP I + + + + + + +

G ++ ++ ++ ++ ++ ++ ++

L ++ ++ ++ ++ ++ ++ ++

Table 8.1: Summary of the parametric analysis of the initial heuristics for the

seven test sets. Symbols:

"- -": signi�cant e�ect for a very limited number of problems;

"-": signi�cant e�ect for a number of problems without common characteristics;

"-+": signi�cant e�ect for a number of problems with common characteristics;

"+": signi�cant e�ect for most problems with common characteristics;

"++": consistent signi�cant e�ect for all problems.
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lysis by means of the ordinal Friedman test. Only the best solution for each

problem obtained with a heuristic is used. The design of the heuristic analysis

permits us to indicate the signi�cantly better heuristics for some problems with

common characteristics. As a result, one can get an idea of the connection bet-

ween the performance of the heuristics and the problem characteristics and/or

the side-constraints.

The tables of chapters 3, 4 and 5 summarize the heuristic analysis for di�erent

problem characteristics and various side-constraints.

The �ndings of these analyses are transferable to problems with comparable

characteristics. However, the condition is that the intermediary combinations

of the values of the parameters, which we did not consider, do not result in

signi�cantly di�erent rankings of the heuristics.

The choice made for the side-constraints, the geographical criteria and the

values of the parameters are a threat to the external validity of the results.

Therefore, more research is needed on problems with other characteristics and

side-constraints. This includes problems with stochastic elements and heteroge-

neous side-constraints. Moreover, this will also a�ord an insight into the biasing

e�ect of the pathological problems on the signi�cance of parameters.

As far as the results of the analyses of the behavior of the improvement

heuristics is concerned, the primary purpose was not the transferability of the

results to other problems. This constraint was set by the generic parameters

of the improvement heuristics. It proved to be di�cult to relate the behavior

of the generic parameters to the problem characteristics. These arguments, but

also the high computing times, justi�ed the use of a reduced test set containing

only �fteen problems. The reduced test set was obtained by a cluster analysis

applied to the set of all solutions obtained with the eleven initial heuristics for

the 420 problems of the seven test sets.

The parametric analysis for the improvement heuristics with the AID tech-

nique revealed a classi�cation of the parameters into two main groups. Table 8.2

summarizes the results of the parametric analysis.

The �rst group contains the problem-speci�c parameters, like the quality

of the initial solution, the string length for the three improvement heuristics

and the range delimiter for the SA heuristic. Even the type of move could

be considered as a problem-speci�c parameter. The signi�cant e�ect and the

signi�cantly better values of these parameters could more or less be related to

the problem characteristics.

Therefore, the transferability of the �ndings for these parameters to other

problems with comparable characteristics cannot be excluded.

The second group of parameters includes the generic parameters of the im-
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Heuristics Parameters SC SE SR SM Aggregation

LI S + + ++ ++ +

P - - - - - - - - - -

F - - - - - - - -

K + -+ -+

SA S + + + ++ +

A - - - - - - - - - -

L - - - - - - - - - -

R -+ -+ -+ -+ -+

D + + -+ -+ -+

K + -+ -+

TS S ++ ++ ++ ++ ++

L - - - - - - - -

I - - - - - - - - - -

G ++ ++ ++ ++ ++

K + -+ +

Table 8.2: Summary of the parametric analysis of the improvement heuristics

for the four types of move and the aggregated solutions. Symbols:

"- -": signi�cant e�ect for a very limited number of problems;

"-": signi�cant e�ect for a number of problems without common characteristics;

"-+": signi�cant e�ect for a number of problems with common characteristics;

"+": signi�cant e�ect for most problems with common characteristics;

"++": consistent signi�cant e�ect for all problems.

provement heuristics. For a large number of problems, most of the generic

parameters have no signi�cant e�ect on the �nal objective function value.

The portability of these �ndings to other problems is speculative, due to the

fact that the values for the generic parameters can hardly be related to the pro-

blem characteristics. The parameter values were chosen as extreme as possible,

taking account of what has not been categorized as bad in the literature. The

results revealed that the variability of the �nal objective function value due to

the values chosen was very limited.

Therefore, the purpose of the parametric analysis for the generic parameters

was limited to the evaluation of di�erences between the values proposed.

Useful recommendations resulting from the analysis of the generic parame-

ters are the slow cooling in the case of SA and the bad solutions obtained with

the long-term memory in the case of the TS heuristic.

The heuristic analysis of the improvement heuristics is a dynamic analysis.

The path of the objective functions of the three improvement heuristics are

compared at three di�erent time points, corresponding with the time at which



8 Synthesis and guidelines for further research 133

the best solution is obtained for each heuristic.

The main conclusion of the dynamic analysis is that the available run time

determines the choice of the best improvement heuristic.

The heuristic analysis did not permit to indicate the better among both meta-

heuristics, SA or TS. The di�erence between their �nal solution never exceeded

4%.

The concept of the dynamic analysis proposed is transferable to other pro-

blems. The results obtained are only transferable to problems with almost

identical characteristics. Nevertheless, it must be derived that due to the gene-

ric parameters, problems which are only slightly di�erent with respect to their

geographical structure and side-constraints, can induce a considerably di�erent

path of the objective function value of an improvement heuristic.

Describing the behavior of the generic parameters has proved to be a di�cult

task due to the indirect relation with the problem characteristics. Therefore,

there is no guarantee that more extensive research would make their behavior

more clear.

The dynamic heuristic analysis can be a useful tool for improving the imple-

mentation of the heuristics by analysing the path of the objective function value

produced by the heuristics. This has has been illustrated by the recommendati-

ons we proposed for speeding up the TS heuristic. Moreover, the opportunities

for building hybrid metaheuristics, combining the best features of both meta-

heuristics can be evaluated. The TS provides the certainty of �nding at least a

local minimum, while the SA permits a fast shift of the search process towards

other minima.

A �nal remark concerns the practical use of this research. This work can

be considered as a �rst step towards the development of a diagnostic system

for selecting the appropriate heuristic for solving the VRP. Such a diagnostic

system must be conceived to determine the best heuristic or heuristics to solve

a particular VRP.

For choosing the most appropriate heuristic, the results of the heuristic ana-

lysis can be used. Once a heuristic is found, the �ndings of the parametric

analysis can be used to propose good sets of values for the parameters.

Finally, the results of the heuristic and parametric analyses of the improve-

ment heuristics can be used in order to advise a good heuristic for enhancing

the initial solution.

It is beyond all doubt that in order to design a workable and reliable diag-

nostic system many experiments are required. A way of doing this is by tracing

the behavior of the parameters and heuristics when perturbing the deterministic

problems proposed here increasingly. It is obvious that the construction of a

diagnostic system may lead to further research.



Appendix A

The basic set of

geographical problems

The basic set of 60 geographical problems is represented graphically. The set

is constructed on three criteria: the location of the depot, the grouping of

customers and the spreading of customers. Three di�erent depot locations are

considered: central, inside and outside. For the grouping of customers, �ve pat-

terns are distinguished: singleton, clusters, 50% clusters, cones and 50% cones.

Four patterns were taken into account for the spreading of customers: uniform,

50% central, concentric and compressed. Combining these patterns exhausti-

vely give rise to a basic set of 60 geographic problems.
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Figure A.1: Geographical problems of the basic set. Across: spreading patterns;

down: grouping patterns. Depot location: central.
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Figure A.2: Geographical problems of the basic set. Across: spreading patterns;

down: grouping patterns. Depot location: inside.
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Figure A.3: Geographical problems of the basic set. Across: spreading patterns;

down: grouping patterns. Depot location: outside.



Appendix B

Descriptions of some

procedures and tests used

B.1 Seed point generation methods

A seed point can be considered as the geographical representation of a vehicle.

Consequently, a capacity is associated with each seed point.

Two seed point generation methods are considered: the cone covering and the

circle covering method. For this research, we consider only automatic seed point

generation methods. This implies that seeds are generated without previously

stating the number of seeds required.

Beside the automatic methods, procedures exist to generate a determined num-

ber of seed points (see among others Savelsbergh (1988), Fisher and Jaikumar

(1981)).

An important drawback of the automatic seed point generation methods

considered, is that they only take account of the capacity constraints. As a

result, for heuristics like the GA heuristic, with separated assigning and route

sequencing phases, TSPs can be unsolvable during the sequencing phase in the

case of hard time-windows.

We are not aware of publication on automatic seed point generation methods

for time-windows. The usual approach in such cases is to generate and position

seed points iteratively. The number and the location of the seed points are

determined iteratively by repeatedly solving the VRP (see Nygard et al. (1988)).
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B.1.1 Circle Covering

The Circle Covering method has been conceived by Savelsbergh (1990b). It

generates seed points that coincide with location of stops, i.e. seed customers.

Essentially, it is designed to perform well on problems with clustered stops.

Procedure

Step 1: Associate a circle with each stop in such a way that the sum of the

demands of the stops within the circle approximates as much as possible

the vehicle capacity.

Step 2: Make a list with all stops in increasing (decreasing) order of the radius

of their associated circle.

Step 3: Pick the next stop out of the list.

Step 4: If not all stops are covered by the circles selected, then go to step 3.

Step 5: The seeds are the centres of the circles providing the covering.

Parameters

Seed generation method (S)

1. Circle covering with selection of circles in order of their increasing radius.

2. Circle covering with selection of circles in order of their decreasing radius.

B.1.2 Cone covering

The Cone Covering procedure is originally based on the ideas of Fisher and

Jaikumar (1981), and was also used by some other authors, among which Nygard

et al. (1988).

A speci�c characteristics of the procedure is that seeds do not have to coin-

cide with the location of stops. A drawback is the dependency of the method

on the location of the depot.

Procedure

Step 1: Rank all stops in increasing order of their polar angle with respect to

the depot.

Step 2: Locate the two successive stops in the list with the largest di�erence

between their polar angles. The stop with the largest angle of this pair

is selected to be linked with the depot. Hence, the starting position for

a counterclockwise sweep procedure is determined. Rearrange the list
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of stops with reference to this stop selected. This stop is the �rst stop

of the �rst cone.

Step 3: If the rearranged list of polar angles is empty, then the sweep procedure

is �nished and go to step 5. Otherwise, pick the next stop out of the

list.

Step 4: If the stop selected can be added to the current cone without violating

the capacity constraint, then add it and go to step 3. Otherwise, the

stop selected becomes the �rst stop of a new current cone and go to step

3.

Step 5: Determine the bisectrice of each cone. The exact location of the seed

on the bisectrice of each cone is determined based on the load fraction.

The load fraction gives the proportion of the total demand of all stops

in the cone which is positioned between seed point and depot.

Step 6: If seed points must coincide with customer locations, then the stop clo-

sest to the seed point is selected to become a seed customer.

Parameters

Seed generation method (S)

1. Cone covering with load fraction=0.05

2. Cone covering with load fraction=0.25

3. Cone covering with load fraction=0.50

4. Cone covering with load fraction=0.75

5. Cone covering with load fraction=1

B.2 Heuristic for the TSP

Some initial heuristics, among which the SW, TP, GA , PAI and GS heuristics

require a heuristic for solving a TSP. The heuristic proposed is a simple inser-

tion heuristic combined with a 3-opt improvement heuristic.

B.2.1 Insertion heuristic

The insertion heuristic yields a feasible solution for the TSP. The reader is refer-

red to Rosenkrantz et al. (1977) for additional information on TSP heuristics.

The heuristic starts with the depot as �rst stop and iteratively adds stops ma-

king use of an insertion and selection criterion. The insertion and selection

criterion are equivalent and insert stop u after stop i in the route if the follo-
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wing expression is satis�ed:

min
u;i

[tiu + ti+1u � tii+1]

B.2.2 3-opt improvement heuristic

The solution for the TSP is improved using a 3-opt branch exchange heuristic.

A TSP route is 3-optimal if no better route sequence can be found by replacing

3 branches by 3 other ones of the same route. The 3-opt heuristic is based on the

k-opt procedure introduced by Croes (1958), Lin (1965) and Lin and Kernighan

(1973).

Experiments showed that the 3-opt gives the best trade-o� between quality of

solution and computing time (Christo�des and Eilon (1969)). For a complete

overview on the 3-opt procedure with side-constraints, the reader is referred to

Solomon et al. (1988) and Savelsbergh (1990a).

B.3 Post-processor

The post-processor handles unrouted stops which were not assigned to a route

by a non-sequential initial heuristic.

The post-processor starts by selecting the unrouted stop farthest from the

depot. An attempt is made to insert this stop in one of the routes, using the

criterion of the minimal increase in route time. If the stop cannot be added to

a route, a new route is started with the stop considered. All unrouted stops are

iteratively assigned to routes using this procedure.

The priority given to the rerouting of stops far from the depot is inspired by

the consideration that using a new route for servicing stops close to the depot

is usually less expensive than for servicing stops far from the depot.

B.4 Automatic Interaction Detection

The AID technique has been conceived by Morgan and Sonquist (1963) and

further re�ned by Sonquist et al. (1971). The technique is aimed at discovering

the structure of the relation between variables. The dependent variable is con-

tinuous of nature, while the independent ones had to be nominally-scaled.

An AID solution can be represented by a tree structure containing all binary

splits. At each phase, an analysis of variance is performed on each two groups

of values of the same variable. The split with the highest signi�cant F-value



142 B.5 Friedman test

Figure B.1: Example of a tree produced by the AID-analyses. The path of the

best solution is indicated with a "*".

among the analyses of variance is selected. The splitting process is halted if no

more binary split with a signi�cant F-value can be found.

Figure B.1 contains an example of a solution of an AID analysis. Assume a

heuristic with three parameters A, B and C. The symbol "*" refers to the path

of the best solution. So, the signi�cantly better values of each parameter are:

A=1; B=1,3; C=2,3.

B.5 Friedman test

The Friedman test can be considered as the ordinal variant of the two-way

analysis of variance. The test determines whether the rank totals of k treatments

are signi�cantly di�erent. The data can be represented in a tabular form. Rows

represent the b subjects (the test problems) and the columns the k treatments

(the heuristics).

The hypothesis H0 states that the k treatments all have the same e�ect. In

case of the alternative hypothesis H1, there is at least one treatment with a

larger rank total than at least one other treatment.

The test statistic is given by

T2 =
(b� 1)([B2 � bk(k + 1)2=4]

A2 � B2
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with

A2 =

bX
i=1

kX
j=1

R
2

ij

B2 =
1

b

kX
j=1

R
2

j

Rj =

bX
i=1

Rij

Here, Rij stands for treatment j of subject i. The test statistic T2 is ap-

proximately F-distributed with k1 = k � 1 and k2 = (b � 1)(k � 1) degrees of

freedom.

If H0 is rejected, the rank sums are mutually compared. Treatments i and j

are considered to be di�erent if the following inequality is satis�ed:

j Ri �Rj j> t1��=2

s
2b(A2 �B2)

(b� 1)(k � 1)

where t1��=2 is the 1� �=2 quantile of the t distribution with (b � 1)(k � 1)

degrees of freedom.

The reader is referred to Conover (1980) and Siegel and Castellan (1989) for

additional information on the Friedman test.



Appendix C

Graphs for the

improvement heuristics

The following graphs represent the paths of the objective function values f(R) of

the three improvement heuristics, LI, TS and SA versus CPU-time T in seconds

on an 80486DX processor at 33 Mhz.

The three dashed lines correspond with the time points at which the best �nal

solution were obtained for each heuristic.
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Figure C.1: String Cross for problem 1

Figure C.2: String Cross for problem 2

Figure C.3: String Cross for problem 3
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Figure C.4: String Cross for problem 4

Figure C.5: String Cross for problem 5

Figure C.6: String Cross for problem 6
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Figure C.7: String Cross for problem 7

Figure C.8: String Cross for problem 8

Figure C.9: String Cross for problem 9
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Figure C.10: String Cross for problem 10

Figure C.11: String Cross for problem 11

Figure C.12: String Cross for problem 12
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Figure C.13: String Cross for problem 13

Figure C.14: String Cross for problem 14

Figure C.15: String Cross for problem 15
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Figure C.16: String Exchange for problem 1

Figure C.17: String Exchange for problem 2

Figure C.18: String Exchange for problem 3
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Figure C.19: String Exchange for problem 4

Figure C.20: String Exchange for problem 5

Figure C.21: String Exchange for problem 6
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Figure C.22: String Exchange for problem 7

Figure C.23: String Exchange for problem 8

Figure C.24: String Exchange for problem 9
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Figure C.25: String Exchange for problem 10

Figure C.26: String Exchange for problem 11

Figure C.27: String Exchange for problem 12
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Figure C.28: String Exchange for problem 13

Figure C.29: String Exchange for problem 14

Figure C.30: String Exchange for problem 15
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Figure C.31: String Relocation for problem 8

Figure C.32: String Relocation for problem 9

Figure C.33: String Relocation for problem 10
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Figure C.34: String Relocation for problem 11

Figure C.35: String Relocation for problem 12

Figure C.36: String Relocation for problem 13
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Figure C.37: String Relocation for problem 14

Figure C.38: String Relocation for problem 15



158

Figure C.39: String Mix for problem 8

Figure C.40: String Mix for problem 9

Figure C.41: String Mix for problem 10
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Figure C.42: String Mix for problem 11

Figure C.43: String Mix for problem 12

Figure C.44: String Mix for problem 13
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Figure C.45: String Mix for problem 14

Figure C.46: String Mix for problem 15
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